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This paper addresses the compensation of wave actuator dynamics in scalar extremum
seeking (ES) for static maps. Infinite-dimensional systems described by partial differen-
tial equations (PDEs) of wave type have not been considered so far in the literature of
ES. A distributed-parameter-based control law using back-stepping approach and Neu-
mann actuation is initially proposed. Local exponential stability as well as practical con-
vergence to an arbitrarily small neighborhood of the unknown extremum point is
guaranteed by employing Lyapunov–Krasovskii functionals and averaging theory in infi-
nite dimensions. Thereafter, the extension for wave equations with Dirichlet actuation,
antistable wave PDEs as well as the design for the delay-wave PDE cascade are also dis-
cussed. Numerical simulations illustrate the theoretical results.
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1 Introduction

Extremum seeking (ES) has been considered one of the main
adaptive control strategies to solve real-time optimization prob-
lems in a model-free scenario, where the plant may contain both
unmodeled dynamics and parametric uncertainties [1].

Despite the large number of ES applications that have emerged
in the distinct engineering fields in the recent years (see Refs.
[2–5] and references therein), time-delays are listed as a major
obstacle in practice, according to the publications [6,7]. The
authors of Refs. [6] and [7] have rigorously analyzed the effects
of the delays in ES feedback and proposed predictor-based solu-
tions for delay compensation of delayed static and dynamic non-
linear maps. Both gradient and Newton-based designs were
studied. Particularly, only pure delays were considered in Refs.
[6] and [7], which were represented by a first-order hyperbolic
transport partial differential equation (PDE). This infinite-
dimensional representation was crucial to allow the generalization
of the ES method to different families of PDEs, such as diffusion
(heat) processes [8,9] and wider classes of parabolic
reaction–advection–diffusion PDEs in Refs. [10] and [11] as well.
Although we can check there are many publications in both theory
and practice involving stabilization of PDEs [12–17] and time-
delay systems [18–21], the topic of ES feedback for PDE-based
systems is in its infancy with very few results. None of the refer-
ences [12–21] has considered the ES approach.

The author in Ref. [12] has developed a boundary stabilizing
control that compensates an arbitrarily long delay at the input of
an antistable wave equation system. Reference [13] develops an
adaptive PDE observer for battery state-of-charge and state-of-
health estimation. On the other hand, the authors of Ref. [14] have
designed a controller for flow-induced vibrations of an infinite-
band membrane. The model of the flow-induced vibration is given
by a wave PDE with an antidamping term throughout the one-
dimensional domain. The paper [15] presents a deterministic
hybrid PDE model which accounts for thermostatically controlled
loads populations which facilitates the aggregate synthesis of
power control in power networks. Reference [16] deals with the
axial vibrations of the cable lifting up a cage with miners via a
mining cable. These vibration dynamics can be described by a

coupled wave PDE and an ordinary differential equation (ODE)
system with a Neumann interconnection on a time-varying spatial
domain. Explicit motion-planning reference solutions are pre-
sented for flexible beams with Kelvin–Voigt damping and wave
equations in reference [17]. The goal is to generate periodic refer-
ence signals for the displacement and deflection angle at the free-
end of the beam using only actuation at the base. Publication [18]
gives a broad overview of the stability and control of time-delay
systems and the paper [19] addresses the challenging adaptive
posicast control problem for uncertain systems in the presence of
time-delays. The stability of a general class of linear time-
invariant-neutral time-delayed systems was studied in Ref. [20],
whereas a new analytic approach to obtain the complete solution
for systems of delay differential equations based on the concept of
Lambert functions was presented in Ref. [21].

In this paper, we extend the class of PDEs for which ES feed-
back can be employed, by considering wave dynamics connected
in cascade with the static scalar map to be optimized (see Fig. 1).
The tackled problem in the paper is inspired by some specific off-
shore drilling applications [22] as well as its optimal control [23],
where the real-time optimization approach is affected by a wave
PDE in the actuation dynamics. The wave process is challenging
due to the fact that all of its (infinitely many) eigenvalues are on
the imaginary axis, and a limited (finite) speed of propagation
(large control amplitudes do not help) [24].

Our paper is the first contribution proposing a novel ES strategy
for infinite-dimensional actuation dynamics governed by wave
PDEs. The problem studied here is more challenging than the

Fig. 1 Cascade of wave PDE with a static map
y (H(t)) 5 Q(H(t)). The extremum y (t) 5 y� is achieved for
H(t) 5 H�. Wave PDEs are used generally to model different sort
of processes such as mechanical, acoustics, electromagnetic,
and fluid dynamics.
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diffusion case in Refs. [8] and [9] due to another difficulty—the
PDE system is second-order in time, which means that the state is
“doubly infinite dimensional” (distributed displacement and
velocity). This is not so much of a problem dimensionally, as it is
a problem in constructing the state transformations for compensat-
ing the PDEs [24]. One has to deal with the coupling of two
infinite-dimensional states.

The complete control design employing a compensator for the
wave actuation dynamics is developed via back-stepping transfor-
mation by feeding back the estimates for the gradient and Hessian
(first and second derivatives) of the static map to be maximized.
Our proofs for local stability of the closed-loop system and the
convergence to a small neighborhood of the extremum are based
on back-stepping methodology for PDE control [25], the construc-
tion of a Lyapunov functional and the use of averaging theorem
for infinite-dimensional systems [26]. ES control design for wave
PDEs with both Neumann and Dirichlet actuation are considered
as well as an antistable wave PDE with boundary antidamping.
We also present the design for an antistable wave PDE with input
delay [12]. Beyond the complete proofs and new numerical
results, these are some of the substantial theoretical differences
from our earlier conference version [27]. To the best of our
knowledge, all of such results of distributed parameter systems for
ES with wave compensation are novel.

1.1 Notation and Terminology. We denote the partial deriv-
atives of a function u(x, t) as @xuðx; tÞ ¼ @uðx; tÞ=@x; @tuðx; tÞ
¼ @uðx; tÞ=@t. We conveniently use the compact form uxðx; tÞ and
utðx; tÞ for the former and the latter, respectively. The two-norm
of a finite-dimensional (ODE) state vector #ðtÞ is denoted by sin-
gle bars, j#ðtÞj. In contrast, norms of functions (of x) are denoted
by double bars. We denote the spatial L2½0;D� norm of the PDE
state u(x, t) as jjuðtÞjj2L2ð½0;D�Þ :¼

ÐD
0

u2ðx; tÞdx, where we drop the
index L2ð½0;D�Þ in the following, hence jj � jj ¼ jj � jjL2ð½0;D�Þ, if not
otherwise specified. As defined in Ref. [28], a vector function
f ðt; �Þ 2 Rn is said to be of order Oð�Þ over an interval ½t1; t2�, if
9k;�� : jf ðt; �Þj � k�; 8� 2 ½0;��� and8t 2 ½t1; t2�. In most cases, we
provide no precise estimates for the constants k and ��, and we use
Oð�Þ to be interpreted as an order of magnitude relation for suffi-
ciently small �. The definitions of the input-to-state stability (ISS)
for ODE-based as well as for PDE-based systems are assumed to
be as provided in Refs. [28] and [29], respectively.

2 Motivating Example for Drilling Control

The objective of this motivating part is just to bring a potential
connection of the proposed ES strategy to a real-world applica-
tion, while the main focus of the paper is to pursue designs and a
rigorous stability analysis of ES feedback subject to infinite-
dimensional actuation dynamics of the wave PDE type.

In this sense, a common type of instability in oil drilling is the
friction-induced stick–slip oscillation (see Ref. [22] and referen-
ces therein), which results in torsional vibrations of the drill-string
and can severely damage the drilling facilities (see Fig. 2 from
Ref. [23]).

The picture in Fig. 2 shows a modern land-based drilling rig.
The tower operates like the derrick of a crane: the traveling block
is connected by several steel drill lines with one attached to the
deadline anchor and the other being spooled on a drum controlled
by AC induction motors. Another electric motor, called Top
Drive, is connected to the traveling block. The Top Drive is used
to rotate the drill-string, a set of hundreds of drill pipes (about
30 ft long each) that conducts the bore hole assembly (BHA). The
BHA contains several sensors (pressure, temperature, and vibra-
tion among others) and the drill bit itself. There are several differ-
ent types of drill bit design and materials, adequate for drilling
different geological formations.

In analogy, the rig operates similarly to a drill press, but with
drill bit which is several inches wide (4 in. to 36 in. is a common
range) and up to several miles long (an onshore well can be as

shallow as 200 yards or as deep as 2 miles). By rotating this drill-
string and using its weight to generate an axial force, the BHA
mills the rocks, drilling the well. Because of the small diameter
when compared to its length, the drill-string is subject to axial and
torsional effects, much like a flexible rod. Because of this elastic-
ity, the force and velocity propagation can be modeled by wave
equations.

In this particular model, the actuation is the velocity of the trav-
eling block, i.e., the axial velocity of the drill-string on the sur-
face. Although not represented here, the rotational velocity also
influences the rate of penetration (ROP) in a real scenario. The
model output is the weight on hook which somewhat models the
weight on bit (WOB). The WOB estimates the contact between
the drill bit and the rock formation and it is the downhole bound-
ary condition to be controlled. In Ref. [23], the authors have dis-
cussed the feasibility of controlling the hook load to optimize
ROP while drilling.

The key point that enables such an approach is the concept of
bit foundering [23], i.e., the fact that ROP tapers off (and some-
times starts decreasing) with increasing weight on bit past the
foundering point. This makes the static mapping between ROP
and weight on bit upward convex in an interval around the found-
ering point. This transfers to an upward convex static mapping
between the equilibrium hook load set point and feed rate. Conse-
quently, these signals can be used as the plant input and output for
the design of a drilling control system. Hence, this physical appli-
cation motivates our ES scheme for static maps with actuation
dynamics described by wave PDEs, as depicted in Fig. 1.

3 Problem Formulation

We start our presentation in Sec. 3.1 recalling the basic results
of gradient-based ES for static maps (free of PDEs) and then we
move on to our more general framework in Sec. 3.2 where wave
PDEs are considered in the input of the static maps we want to
optimize in real-time.

3.1 Basic Extremum Seeking for Static Maps. In the sim-
plest case of ES for static maps, the goal is to find and maintain
the optimum of an unknown nonlinear static map Qð�Þ with opti-
mal unknown output y�, unknown optimizer h�, measurable output
y and input h. Without loss of generality, we consider maximiza-
tion problems. The method of sinusoidal perturbation [1] varies
the input parameter h of the static map to obtain an estimate of the
gradient G for the static map. Hence, the additive dither
SðtÞ ¼ a sinðxtÞ, with amplitude a and frequency x, is added to

the estimation of the optimizer h�, given by ĥ. The multiplicative

Fig. 2 Picture showing the topside of a drilling rig [23]

041002-2 / Vol. 143, APRIL 2021 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/dynam

icsystem
s/article-pdf/143/4/041002/6584486/ds_143_04_041002.pdf by U

niversity O
f C

alifornia San D
iego user on 17 D

ecem
ber 2020



dither signal to estimate the gradient of the static map is chosen as

MðtÞ ¼ 2
a sinðxtÞ. The idea of choosing the dither signals above as

well as the adaptation law
_̂hðtÞ ¼ kGðtÞ is to achieve the averaged

signal of the gradient estimate G given by GavðtÞ ¼ H~hav

¼ Hðĥav � h�Þ, where H is the unknown negative Hessian of the

static map and ~h ¼ ĥ � h� the estimation error. This yields to the

averaged error dynamics
_~hav ¼ KH~hav, with adaption gain K> 0.

The average system is exponentially stable and by the averaging
theorem in Ref. [28], the original error dynamics is exponential
stable with respect to a small residual set.

3.2 Wave Partial Differential Equation Under Neumann
Actuation. We consider actuation dynamics which are described
by a wave (PDE) process, where the actuator hðtÞ and the propa-
gated actuator HðtÞ are given by

HðtÞ ¼ @xað0; tÞ (1)

@ttaðx; tÞ ¼ @xxaðx; tÞ; x 2 ½0;D� (2)

að0; tÞ ¼ 0 (3)

@xaðD; tÞ ¼ hðtÞ (4)

with the domain length D being arbitrary, but known.
The Neumann actuation choice @xaðD; tÞ ¼ hðtÞ is first pursued

because this is a natural physical choice since @xaðD; tÞ corre-
sponds to a force on the string’s boundary. In Sec. 6, we address
the case of an alternative actuation choice, Dirichlet actuation via
aðD; tÞ ¼ hðtÞ.

The measurement is defined by the unknown static map with
input (1), such that

yðtÞ ¼ QðHðtÞÞ (5)

For the sake of simplicity, we assume the following.
ASSUMPTION 1. The unknown nonlinear static map is locally

quadratic, i.e.,

Q Hð Þ ¼ y� þ H

2
H�H�ð Þ2 (6)

in the neighborhood of the extremum, where besides H� 2 R and
y� 2 R being unknown, the scalar H< 0 is the unknown Hessian
of the static map.

Hence, the output of the static map is given by

y tð Þ ¼ y� þ H

2
H tð Þ �H�ð Þ2 (7)

Combining the above actuation dynamics and the basic ES
scheme, further adapting the proposed formulation based on PDEs
in Ref. [6], the closed-loop ES with actuation dynamics governed
by a wave PDE system under a boundary PDE control is shown in
Fig. 3.

3.3 System and Signals. As in the basic ES scheme, we
define the unknown optimal input h� of hðtÞ with respect to the
static map and the wave process, with the relation H� ¼ h�. Since
our goal is to find the unknown optimal input h�, we define the
estimation error

~hðtÞ :¼ ĥðtÞ � h� (8)

where ĥðtÞ is the estimate of h�. To make Eq. (8) consistent with
the optimizer of the static map H�, we introduce the propagated
estimation error #ðtÞ :¼ ĤðtÞ �H� through the wave PDE domain

#ðtÞ :¼ @x�að0; tÞ (9)

@tt�aðx; tÞ ¼ @xx�aðx; tÞ; x 2 ½0;D� (10)

�að0; tÞ ¼ 0 (11)

@x�aðD; tÞ ¼ ~hðtÞ (12)

From the control loop in Fig. 3, we get

_̂hðtÞ ¼ UðtÞ (13)

Taking the time derivative of Eqs. (9)–(12) and with the help of
Eqs. (8) and (13), the propagated error dynamics is written as the
following cascade of a wave PDE and ODE (integrator) with Neu-
mann interconnection [30]:

_#ðtÞ ¼ @xuð0; tÞ (14)

@ttuðx; tÞ ¼ @xxuðx; tÞ; x 2 ½0;D� (15)

uð0; tÞ ¼ 0 (16)

@xuðD; tÞ ¼ UðtÞ (17)

where
_~hðtÞ ¼ _̂hðtÞ, since h� is constant, and

uðx; tÞ ¼ @t�aðx; tÞ (18)

As in extremum seeking without actuation through a wave PDE
domain, the perturbation signal S(t) should add a sinðxtÞ to HðtÞ,
thus compensating the wave process. Hence, a sinðxtÞ with pertur-
bation amplitude a and frequency x is applied as follows:

SðtÞ :¼ @xbðD; tÞ (19)

@ttbðx; tÞ ¼ @xxbðx; tÞ; x 2 ½0;D� (20)

bð0; tÞ ¼ 0 (21)

@xbð0; tÞ ¼ a sinðxtÞ (22)

Equations (19)–(22) describe a trajectory generation problem as in
chapter 12 of Ref. [25]. The explicit solution of Eq. (19) is given
by

SðtÞ ¼ a cosðxDÞsinðxtÞ (23)

since bðx; tÞ ¼ a
x sinðxxÞsinðxtÞ. The relation among the propa-

gated estimation error #ðtÞ, the propagated input HðtÞ, and the
optimizer of the static map H� is given by

#ðtÞ þ a sinðxtÞ ¼ HðtÞ �H� (24)

which can be easily proven since

�aðx; tÞ ¼ aðx; tÞ � bðx; tÞ �H� (25)

Fig. 3 Gradient ES with actuation dynamics governed by a
wave PDE with compensating controller (40), additive and mul-
tiplicative perturbation signals (23), (26), and (27), respectively
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for x¼D, and considering hðtÞ ¼ ĥðtÞ þ SðtÞ along with the solu-
tions of Eqs. (1)–(4), (9)–(12), and (19)–(22). It remains to define
the dither signal N(t) which is used to estimate the Hessian of the
static map by multiplying it with the output y(t) of the static map.
In Ref. [31], the Hessian estimate is derived as

Ĥ tð Þ ¼ N tð Þy tð Þ with N tð Þ ¼ � 8

a2
cos 2xtð Þ (26)

Note that the dither signal M(t), employed to estimate the gradi-
ent, is the same as in the basic ES (see Sec. 3.1), such that

G tð Þ ¼ M tð Þy tð Þ with M tð Þ ¼ 2

a
sin xtð Þ (27)

4 Controller Design and Closed-Loop System

In this section, we present the proposed filtered boundary con-
trol with perturbation-based (averaging-based) estimates of the
gradient and Hessian used for wave compensation in the closed-
loop extremum seeking feedback of Fig. 3.

4.1 Wave Compensation by Means of Hessian’s Estimation.
We consider the PDE–ODE cascade (14)–(17). As in Ref. [30],
we use the back-stepping transformation

wðx; tÞ ¼ uðx; tÞ �
ðx

0

lðx; rÞutðr; tÞdr� cðxÞ#ðtÞ (28)

with the gain kernels

lðx; rÞ ¼ cðx� rÞ (29)

cðxÞ ¼ �K ½0 I�eAx½I 0�T ; A ¼ 0 0

I 0

� �
(30)

which transforms (14)–(17) into the target system

_#ðtÞ ¼ �K#ðtÞ þ wxð0; tÞ; �K < 0 (31)

@ttwðx; tÞ ¼ @xxwðx; tÞ; x 2 ½0;D� (32)

wð0; tÞ ¼ 0 (33)

wxðD; tÞ ¼ ��cwtðD; tÞ; �c > 0 (34)

Since the target system (31)–(34) is exponentially stable, the con-
troller which compensates the wave process can be obtained by
evaluating the back-stepping transformation (28) at x¼D as

UðtÞ ¼ �c½ �KuðD; tÞ � @tuðD; tÞ� þ qðDÞ#ðtÞ

þ
ðD

0

qðD� rÞ@tuðr; tÞdr (35)

where qðsÞ ¼ �K ½0 I�eAs½0 I�T . However, the proposed control law
in Eq. (35) is not applicable directly, because we have no mea-
surement on #ðtÞ. Thus, we introduce an important result of Ref.
[31]: the averaged version of the gradient (27) and Hessian (26)
estimates are

GavðtÞ ¼ H#avðtÞ; ĤavðtÞ ¼ H (36)

if a quadratic map as in Eq. (6) is considered. For the proof of
Eq. (36), see Ref. [31]. Regarding Eq. (36), we average Eq. (35)
and choose �K ¼ KH with K> 0, such that

UavðtÞ ¼ �c½KHuavðD; tÞ � @tuavðD; tÞ� þ �qðDÞKH#avðtÞ

þKH

ðD

0

�qðD� rÞ@tuavðr; tÞdr (37)

with

�qðsÞ ¼ ½0 I�eAs½0 I�T ; A ¼ 0 0

I 0

� �
(38)

By plugging the averaged estimate (36) into Eq. (37), we obtain

UavðtÞ ¼ �c½KHuavðD; tÞ � @tuavðD; tÞ� þ �qðDÞKGavðtÞ

þKH

ðD

0

�qðD� rÞ@tuavðr; tÞdr (39)

Due to technical reasons in the application of the averaging theo-
rem for infinite-dimensional systems [26] in the stability proof,
we introduce a low-pass filter to the controller so that U(t) can be
treated as a state variable. Finally, we get the average-based
infinite-dimensional control law to compensate the wave process

U tð Þ ¼ c

sþ c

�
�c KĤ tð Þu D; tð Þ � @tu D; tð Þ
� �

þ �q Dð ÞKG tð Þ

þKĤ tð Þ
ðD

0

�q D� rð Þ@tu r; tð Þdr

�
(40)

where c> 0 is chosen later. For notation convenience, we mix the
time and frequency domain in Eq. (40), where the low-pass filter
acts as an operator on the term between braces.

4.2 Closed-Loop System. Substituting Eq. (40) into Eq. (17),
we can write the closed-loop system (14)–(17) as

_#ðtÞ ¼ @xuð0; tÞ (41)

@ttuðx; tÞ ¼ @xxuðx; tÞ ; x 2 ½0;D� (42)

uð0; tÞ ¼ 0 (43)

@xu D; tð Þ ¼ c

sþ c

(
�c KĤ tð Þu D; tð Þ � @tu D; tð Þ
� �

þ �q Dð ÞKG tð Þ

þKĤ tð Þ
ðD

0

�q D� rð Þ@tu r; tð Þdr

�
(44)

The availability of Lyapunov functionals via back-stepping
transformation [25] permits the stability analysis in the next
section of the complete feedback system (41)–(44) with a repre-
sentation of the form of cascade ODE–PDE equations and the
infinite-dimensional control law.

5 Stability Analysis

The following theorem provides the stability and local conver-
gence properties of the closed-loop system.

THEOREM 1. Consider the system in Fig. 3 with the dynamic sys-
tem being represented by the nonlinear quadratic map (7), satisfy-
ing Assumption 1, in cascade with the actuation dynamics
governed by the wave PDE in Eqs. (1)–(4). For a sufficiently large
c> 0, there exists some �xðcÞ > 0, such that 8x > �x, the closed-
loop system (41)–(44) with states #ðtÞ, u(x, t), has an unique
locally exponentially stable periodic solution in t of period
P :¼ 2p=x, denoted by #PðtÞ; uPðx; tÞ, satisfying 8t � 0

ðj#PðtÞj2 þ jj@xuPðtÞjj2 þ jj@tu
PðtÞjj2

þj@xuPðD; tÞj2Þ1=2 � Oð1=xÞ (45)

Furthermore

limsup
t!1

jhðtÞ � h�j ¼ Oðaþ 1=xÞ (46)
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limsup
t!1

jHðtÞ �H�j ¼ Oðaþ 1=xÞ (47)

limsup
t!1

jyðtÞ � y�j ¼ Oða2 þ 1=x2Þ (48)

Proof. The proof is structured into Steps 1–6, analogously to what
has been done in Ref. [8].

5.1 Step 1: Average Closed-Loop System. The average ver-
sion of the system (41)–(44) for x large is

_#avðtÞ ¼ @xuavð0; tÞ (49)

@ttuavðx; tÞ ¼ @xxuavðx; tÞ; x 2 ½0; D� (50)

uavð0; tÞ ¼ 0 (51)

d

dt
@xuav D; tð Þ ¼ �c@xuav D; tð Þ�c

�
�c KHuav D; tð Þ � @tuav D; tð Þ½ �

þ �q Dð ÞKH#av tð ÞþKH

ðD

0

�q D� rð Þ@tuav r; tð Þdr

	
(52)

where the low-pass filter is represented in the state-space form.

5.2 Step 2: Back-Stepping Transformation Into Target
System. With some abuse of notation we also use w(x, t) to
denote the average transformed state. From Eq. (28), the back-
stepping transformation

wðx; tÞ ¼ uavðx; tÞ

�
ðx

0

cðx� rÞ@tuavðr; tÞdr� cðxÞ#avðtÞ (53)

maps the average closed-loop system (49)–(52) into the exponen-
tially stable target system (shown in Step 3)

_#avðtÞ ¼ KH#avðtÞ þ wxð0; tÞ (54)

@ttwðx; tÞ ¼ @xxwðx; tÞ; x 2 ½0; D� (55)

wð0; tÞ ¼ 0 (56)

wt D; tð Þ ¼ � 1

�c
@xw D; tð Þ; �c > 0 (57)

@xw D; tð Þ ¼ � 1

c
@t@xuav D; tð Þ (58)

The target system (54)–(58) can be derived by plugging the
inverse back-stepping transformation [30]

uavðx; tÞ ¼ wðx; tÞ þ KHnðxÞ#avðtÞ

þKH

ðx

0

nðx� rÞwtðr; tÞdr (59)

with

nðxÞ ¼ ½0 I�e �Ax½I 0�T ; �A ¼ 0 ðKHÞ2
I 0

 !
(60)

into the average closed-loop system (49)–(52). Additionally tak-
ing the time derivative of the back-stepping transformation (53)
along with Eq. (52) and its inverse (59), we arrive at Eq. (58)
reminding that _UavðtÞ ¼ @t@xuavðD; tÞ, or equivalently

@twxðD; tÞ ¼ �cwxðD; tÞ þ KHwðD; tÞ

þ ðKHÞ2nðDÞ#avðtÞ þ ðKHÞ2
ðD

0

nðD� rÞwtðr; tÞdr

(61)

5.3 Step 3: Exponential Stability of the Target System. We
start by introducing the system norms

XðtÞ ¼ jj@xuavðtÞjj2 þ jj@tuavðtÞjj2 þ j#avðtÞj2 þ j@xuavðD; tÞj2

(62)

NðtÞ ¼ jjwxðtÞjj2 þ jjwtðtÞjj2 þ j#avðtÞj2 þ jwxðD; tÞj2 (63)

To prove the stability of the closed-loop system, we consider the
Lyapunov–Krasovskii functional

V tð Þ ¼ #
2
av tð Þ
2
þ �aE tð Þ þ b

2
w2

x D; tð Þ (64)

where the parameters �a; b > 0 are to be chosen later and the func-
tional E(t) is defined by [30]

E tð Þ ¼ 1

2
jjwx tð Þjj2 þ jjwt tð Þjj2

 �
þ d

ðD

0

1þ yð Þwx y; tð Þwt y; tð Þdy (65)

where d > 0 is also a parameter to be chosen later. We observe
that

h1N � V � h2N (66)

where

h1 ¼ min
1

2
;

�a

2
1� d 1þ Dð Þ½ � ; b

2

� �
(67)

h2 ¼ min
1

2
;

�a

2
1þ d 1þ Dð Þ½ � ; b

2

� �
(68)

We choose

0 < d <
1

1þ D
(69)

in order to ensure that h1 and h2 are non-negative and so the Lya-
punov function V in Eq. (64) is positive definite. Next, we com-
pute the time derivative of E(t)

_E tð Þ ¼ � d
2
jjwx tð Þjj2 þ jjwt tð Þjj2 þ wx 0; tð Þ2
h i

þ d
2

1þ Dð Þ wt D; tð Þ2 þ wx D; tð Þ2
h i

þ wx D; tð Þwt D; tð Þ (70)

From Eq. (57), we substitute wxðD; tÞ ¼ ��cwtðD; tÞ into Eq. (70) and
get

_E tð Þ ¼ � d
2
jjwx tð Þjj2 þ jjwt tð Þjj2 þ wx 0; tð Þ2
h i

� �c � d
1þ D

2
1þ �c2ð Þ

� 	
wt D; tð Þ2 (71)

Choosing now

d <
2�c

1þ Dð Þ 1þ �c2ð Þ (72)
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we have that the constant between brackets in the second term of
Eq. (71) is positive. Now, computing the complete derivative of
V(t), associated with the solution of the target system (54)–(58),
we have

_VðtÞ ¼ KH#2
avðtÞ þ #avðtÞwxð0; tÞ

þ �a _EðtÞ þ bwxðD; tÞ@twxðD; tÞ (73)

By applying Young’s inequality to the second term in Eq. (73),
we can write

_V tð Þ � KH

2
#2

av tð Þ þ 1

2jKHj � �a
d
2

� 	
wx 0; tð Þ2

��a
d
2
jjwx tð Þjj2 þ jjwt tð Þjj2
� �

þ bwx D; tð Þ@twx D; tð Þ (74)

By choosing

�a � 1

djKHj (75)

we now obtain

_V tð Þ � KH

2
#2

av tð Þ � �a
d
2
jjwx tð Þjj2 þ jjwt tð Þjj2
� �

þ bwx D; tð Þ@twx D; tð Þ (76)

Rigorously, substituting Eq. (61) into (76), the last term in the
right-hand side of Eq. (76) can be treated analogously to what
have been done in references [8] and [9] for diffusion processes or
even as carried out in Ref. [6] with pure delays, when the parame-
ter c> 0 is assumed sufficiently large. The first term �cwxðD; tÞ
in the right-hand side of Eq. (61) when plugged to Eq. (76) results
in �bcw2

xðD; tÞ. Intuitively, wxðD; tÞ ! 0 as c! þ1 according
to Eq. (58) since wxðx; tÞ is at least bounded from Eq. (71) and,
consequently, Eq. (76) becomes negative definite. After lengthy
calculations, applying Young’s, Poincare’s, Agmon’s, and
Cauchy–Schwarz’s inequalities (more than one) and with the help
of integration by parts, we conclude that there exists c� > 0
(depending on KH and D) such that, for c > c� sufficiently large
in Eq. (40), one has

_VðtÞ � �gVðtÞ ; g > 0 (77)

and the target system (54)–(58) is exponentially stable in the norm

ðj#avðtÞj2 þ jjwxðtÞjj2 þ jjwtðtÞjj2 þ jwxðD; tÞj2Þ1=2

i.e., in the transformed variables ð#av;wÞ.

5.4 Step 4: Exponential Stability Estimate (H1) of the
Average Closed-Loop System. In the last step, we arrive at the
estimate

VðtÞ � e�gtVð0Þ ; g > 0 (78)

In order to prove stability of the closed-loop system in its original
variables ð#av; uavÞ from Eq. (78), we provide inequalities relating
the variables u(x, t) and w(x, t). From the inverse transformation
(59), we obtain that

@xuavðx; tÞ ¼ wxðx; tÞ þ
ðx

0

/0ðx� yÞwðy; tÞdy

þ
ðx

0

n0ðx� yÞwtðy; tÞdyþ wðxÞ0#avðtÞ (79)

@tuavðx; tÞ ¼ wtðx; tÞ þ
ðx

0

/ðx� yÞwtðy; tÞdy

þ
ðx

0

n0ðx� yÞwðy; tÞdyþ wðxÞKH#avðtÞ (80)

Applying Poincare’s, Young’s, and the Cauchy–Schwartz inequal-
ities, we get

jj@xuavðtÞjj2 � a1jjwxðtÞjj2 þ a2jjwtðtÞjj2 þ a3j#avðtÞj2

jj@tuavðtÞjj2 � b1jjwxðtÞjj2 þ b2jjwtðtÞjj2 þ b3j#avðtÞj2
(81)

where

a1 ¼ 4ð1þ 4D3jj/0jj2Þ (82)

a2 ¼ 4Djjn0jj2 (83)

a3 ¼ 4jjw0jj2 (84)

b1 ¼ 4jjn0jj2 (85)

b2 ¼ 4ð1þ 4D3jj/jj2Þ (86)

b3 ¼ 4jjwKHjj2 (87)

Applying Eq. (81), we obtain

XðtÞ � h4NðtÞ (88)

where

h4 ¼ maxfa1 þ b1; a2 þ b2; a3 þ b3g (89)

With the help of time and space derivatives of Eq. (28)—see Ref.
[30] for more details—and applying again Poincare’s, Young’s,
and the Cauchy-Schwartz inequalities, we obtain the following
inequalities:

jjwxðtÞjj2 � a1jj@xuavðtÞjj2 þ a2jj@tuavðtÞjj2 þ a3j#avðtÞj2 (90)

jjwtðtÞjj2 � b1jj@xuavðtÞjj2 þ b2jj@tuavðtÞjj2 þ b3j#avðtÞj2 (91)

by means of them, we obtain

h3N � XðtÞ (92)

where

h3 ¼
1

max a1 þ b1 ; a2 þ b2 ; a3 þ b3 þ 1f g (93)

With the help of Eqs. (66), (78), (88), and (92), we get

X tð Þ � h1h3

h2h4

X 0ð Þe�gt (94)

which completes the proof of exponential stability of the average
closed-loop system in sense of the norm (62) in the variables
ð#av; uavÞ.

5.5 Step 5: Invoking the Averaging Theorem for Infinite-
Dimensional Systems. The main idea is to convert the wave
equation in the closed-loop system (41)–(44) to a cascade of
two first-order transport equations which convect in opposite
directions. To achieve this, we define the following Riemann
transformations [22]:

�fðx; tÞ ¼ utðx; tÞ þ uxðx; tÞ (95)

�xðx; tÞ ¼ utðx; tÞ � uxðx; tÞ (96)

together with their inverses given by
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ut x; tð Þ ¼
�f x; tð Þ þ �x x; tð Þ

2
(97)

ux x; tð Þ ¼
�f x; tð Þ � �x x; tð Þ

2
(98)

Defining

nðtÞ ¼ uð0; tÞ (99)

and noting that �fð0; tÞ ¼ _nðtÞ þ uxð0; tÞ, system (41)–(44) is writ-
ten as

_# tð Þ ¼
�f 0; tð Þ � �x 0; tð Þ

2
(100)

_n tð Þ ¼
�f 0; tð Þ þ �x 0; tð Þ

2
(101)

�xtðx; tÞ ¼ ��xxðx; tÞ (102)

�xð0; tÞ ¼ �fð0; tÞ � 2uxð0; tÞ (103)

�ftðx; tÞ ¼ �fxðx; tÞ (104)

�fðD; tÞ ¼ UðtÞ þ utðD; tÞ (105)

_UðtÞ ¼ �cUðtÞ þ c

(
�c½KĤðtÞuðD; tÞ � utðD; tÞ�

þ�qðDÞKGðtÞ þ KĤðtÞ
ðD

0

�qðD� rÞutðr; tÞdr

)
(106)

In this new framework, the wave phenomenon is represented as
the cascade of two transport PDEs, with two ODE (simple integra-
tors), being driven by the two PDEs. The ODE (100) plays a cen-
tral role since it was made stable by feedback, which is applied
through the transport Eq. (104) at the boundary x¼D in this new
representation form. The second ODE (101) is already at the equi-
librium nðtÞ � 0 by the choice of the boundary condition (43) and
(99). A second transport phenomenon (102) is also present, in the
opposite direction, accounting for the reflection of the wave at
x¼ 0.

The subsystem (100) and (104)–(106) can also be interpreted as
an input-delay ordinary differential equation, delayed by D units
of time, followed by a stable transport phenomenon (102)–(103).
Hence, the closed-loop system (100)–(106) can be rewritten as

_zðtÞ ¼ f ðxt; ztÞ (107)

where zðtÞ ¼ ½~#ðtÞ ; nðtÞ ;UðtÞ�T is the state vector and the distrib-
uted terms are encompassed by ztðrÞ ¼ zðtþ rÞ for �D � r � 0,
with f being an appropriate continuous functional, such that the
averaging theorem by Hale and Lunel [26] (Sec. 5) can be directly
applied, considering x ¼ 1=�.

Since we have already proved the origin of the average closed-
loop system with wave PDE is exponentially stable according to
Eq. (94) and navðtÞ � 0 from Eqs. (43) and (99), by applying the
averaging theorem for infinite-dimensional systems developed in
Sec. 5 of Ref. [26], for x sufficiently large, we conclude (49)–(52)
has an unique exponentially stable periodic solution around its
equilibrium satisfying (45).

5.6 Step 6: Convergence to a Neighborhood of the
Extremum Point (h� ;H� ; y�). Applying Agmon’s, Poincare’s
and Young’s inequality on the left-hand side of Eq. (9), along
with Eqs. (9)–(12), we have

~h
2ðtÞ � ð1þ 2DÞ#ðtÞ2 þ ð4D2 þ 1Þjj�axðtÞjj2 (108)

Using the again the Poincare inequality

jj�axðtÞjj2 � 2�axð0; tÞ2 þ 4D2jj�axxðtÞjj2 (109)

with �axð0; tÞ ¼ #ðtÞ from Eq. (9) and @tuðx; tÞ ¼ @tt�aðx; tÞ ¼
@xx�aðx; tÞ from Eqs. (10) and (18), we can rewrite Eq. (108) as

~h
2ðtÞ � ð3þ 2Dþ 8D2Þ#ðtÞ2 þ ð16D4 þ 4D2Þjj@tuðtÞjj2 (110)

Inequality (110) can be written in terms of the periodic solution
#PðtÞ and @tu

Pðx; tÞ as follows:

limsup
t!1

j~hðtÞj2

¼ limsup
t!1

fð3þ 2Dþ 8D2Þj#ðtÞ þ #PðtÞ � #PðtÞj2g

þ limsup
t!1

fð16D4 þ 4D2Þjj@tuðtÞ þ @tu
PðtÞ � @tu

PðtÞjj2g

(111)

By applying Young’s inequality and some algebra it holds

j#ðtÞ þ #PðtÞ � #PðtÞj2 �
ffiffiffi
2
p
ðj#ðtÞ � #PðtÞj2 þ j#PðtÞj2Þ

The same procedure can be applied to the second term on the
right-hand side of Eq. (111). From the averaging theorem [26], we
know that #ðtÞ � #PðtÞ ! 0 and @tuðtÞ � @tu

PðtÞ ! 0, exponen-
tially as t! þ1. Hence

limsup
t!1

j~hðtÞj2 ¼ limsup
t!1

f
ffiffiffi
2
p
ð3þ 2Dþ 8D2Þj#PðtÞj2g

þ limsup
t!1

f
ffiffiffi
2
p
ð16D4 þ 4D2Þjj@tu

PðtÞjj2g (112)

Along with Eq. (45), it is not difficult to show

limsup
t!1

j~hðtÞj ¼ Oð1=xÞ (113)

From Eq. (8) and Fig. 3, we can write hðtÞ � h� ¼ ~hðtÞ þ SðtÞ, and
recalling S(t) in Eq. (23) is of order OðaÞ, we finally get with Eq.
(46). The convergence of the propagated actuator HðtÞ to the opti-
mizer H� is easier to prove. Using Eq. (24) and taking its absolute
value, one has

jHðtÞ �H�j ¼ j#ðtÞ þ a sinðxðtÞÞj (114)

As in the convergence proof of the parameter hðtÞ to the optimal
input h� above, we write Eq. (114) in terms of the periodic solu-
tion #PðtÞ and follow the same steps by applying Young’s
inequality and reminding that #ðtÞ � #PðtÞ ! 0 exponentially
according to the averaging theorem [26]. Hence, along with
Eq. (45), we finally get Eq. (47). To show the convergence of the
output y(t) of the static map to the optimal value y�, we replace
HðtÞ �H� in Eq. (7) by Eq. (24) and take the absolute value

jy tð Þ � y�j ¼
H2 # tð Þ þ a sin x tð Þð Þ½ �2

 (115)

Expanding the quadratic term in Eq. (115) and applying Young’s
inequality to the resulted equation, one has
jyðtÞ � y�j ¼ jH½#ðtÞ2 þ a2 sin2ðxtÞ�j. As before, we add and sub-
tract the periodic solution #PðtÞ and use the convergence of
#ðtÞ � #PðtÞ ! 0 via averaging theorem [26]. Hence, again with
Eq. (45), we get Eq. (48). �

In the next sections, alternative extremum seeking schemes for
wave PDE compensation are presented using different actuation
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topology (Dirichlet rather than Neumann)—Sec. 6—as well as
feedback loops and cascades with wave PDEs—Sec. 7.

6 Extremum Seeking for Wave Partial Differential

Equations With Dirichlet Actuation

We now return to the problem formulation as in Sec. 3.2, but
with a distinct choice for the actuated variable in the wave PDE.

For the sake of clarity, in what follows we set c! þ1 so that
we can focus our attention on the design of the new feedback
controller and do not distract the readers with technical details of
including the low-pass filter in the closed-loop, as done in Eq.
(40). However, as discussed in Ref. [6], it is worth mention that
the inclusion of the filter c=ðsþ cÞ is a fundamental step which
allows us to apply the average theorem for infinite-dimensional
systems [26] and complete the proof of our theorems.

In this sense, we consider the system

HðtÞ ¼ að0; tÞ (116)

@ttaðx; tÞ ¼ @xxaðx; tÞ; x 2 ½0;D� (117)

@xað0; tÞ ¼ 0 (118)

aðD; tÞ ¼ hðtÞ (119)

where instead of the Neumann actuation choice, @xaðD; tÞ ¼ hðtÞ,
we consider Dirichlet actuation, aðD; tÞ ¼ hðtÞ.

In the Dirichlet case, Eqs. (14)–(17) can be rewritten as

_#ðtÞ ¼ uð0; tÞ (120)

@ttuðx; tÞ ¼ @xxuðx; tÞ; x 2 ½0;D� (121)

@xuð0; tÞ ¼ 0 (122)

uðD; tÞ ¼ UðtÞ (123)

The control law is obtained as in chapter 16.4 of [32]

UðtÞ ¼ c0KĤðtÞ
ðD

0

ð1þMðD� yÞÞuðy; tÞdy

þKĤðtÞ
ðD

0

mðD� yÞutðy; tÞdy� c0

ðD

0

utðy; tÞdy

þKMðDÞGðtÞ (124)

where ĤðtÞ and G(t) are the same signals given by Eqs. (26) and
(27), respectively. Moreover, the functions Mð�Þ and mð�Þ are
simply

MðsÞ ¼ ½I 0�eAs½I 0�T ; A ¼ 0 0

I 0

� �
(125)

mðsÞ ¼
ðs

0

MðnÞdn (126)

On the other hand, the signal S(t) in Eqs. (19)–(22) must be rede-
signed according to the trajectory generation problem described in
chapter 12 of [25] for Dirichlet actuation, leading us to

S tð Þ ¼ a

2
sin x tþ Dð Þð Þ þ sin x t� Dð Þð Þ
� �

(127)

Notice that the trajectory generation problem for the wave PDE
with Dirichlet actuation is a particular case of the wave equation
with Kelvin–Voigt damping (�@ttuðx; tÞ ¼ ð1þ d@tÞ@xxuðx; tÞ ;
@xuð0; tÞ ¼ 0 ; �; d > 0Þ, studied in Ref. [17].

Thus, the resulting average target system for the wave equation
with Dirichlet actuation becomes

_#avðtÞ ¼ KH#avðtÞ þ wð0; tÞ (128)

@ttwðx; tÞ ¼ @xxwðx; tÞ; x 2 ½0; D� (129)

@xwð0; tÞ ¼ c0@twð0; tÞ; c0 > 0 (130)

wðD; tÞ ¼ 0 (131)

which is exponentially stable with the following spectrum (decay
rate):

eig KHf g [ � 1

2
ln

 1þ c0

1� c0

þ j
p
D

nþ 1

2
; 0 � c0 < 1

n ; c0 > 1

8<
:

9=
;

8<
:

(132)

The fact that we employ Dirichlet actuation at x¼D prevent us
from applying damping at this end; hence, we induce boundary
damping at the opposite end.

Although we do not have space here to detail the analysis, a
similar stability theorem can be proved as for the case of Neu-
mann actuation in Theorem 1.

Remark 1. The control law (124) can be expressed in terms of
U(t) rather than u(x, t), according to the chapter 16.5 of Ref. [32]

U tð Þ ¼ 1

1þ c0tanh Dsð Þ KM Dð ÞG tð Þ
� �

þ 1

1þ e�2s þ c0 1� e�2Dsð Þ KĤ tð ÞD tð Þ
� �

(133)

where

DðtÞ ¼
ðt

t�D

qðt� sÞUðsÞds�
ðt�D

t�2D

qðs� tþ 2DÞUðsÞds

(134)

with qðsÞ ¼ c0 þ ð1þ c0ÞMðsÞ.

7 Extremum Seeking for Cascades of Partial

Differential Equations and Feedback Loops

In this section, we deal with distinct feedback loops and cas-
cades of hyperbolic PDEs with wave equations. We cope with: (a)
an antistable wave PDE described as two coupled transport
(delay) equations and (b) an antistable wave PDE with input delay
(hyperbolic transport equation).

Due to space constraints, our presentation is restricted again to
derive the extremum seeking feedback laws U(t), obtain the additive
dither S(t) which solves the trajectory generation problem formulated
in chapter 12 of [25] and make briefly statements of the closed-loop
properties. Unlike the developments of Sec. 5, we forgo a detailed
Lyapunov stability analysis and the associated estimates for the
transformations between the plant and the target systems.

7.1 Antistable Wave Partial Differential Equation as a
Feedback Loop of Two Transport (Delay) Partial Differential
Equations. In this section, we consider wave PDEs with bound-
ary antidamping:

HðtÞ ¼ að0; tÞ (135)

@ttaðx; tÞ ¼ @xxaðx; tÞ; x 2 ½0;D� (136)

@xað0; tÞ ¼ �q@tað0; tÞ ; jqj 6¼ 1 (137)

@xaðD; tÞ ¼ hðtÞ (138)

041002-8 / Vol. 143, APRIL 2021 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/dynam

icsystem
s/article-pdf/143/4/041002/6584486/ds_143_04_041002.pdf by U

niversity O
f C

alifornia San D
iego user on 17 D

ecem
ber 2020



where h is the input appearing in the form of Neumann actuation
and the output H as a Dirichlet sensor. The damping coefficient
q � 0 is considered to be known. As discussed in chapter 19 of
Ref. [32], when q¼ 1, the real part of the plant (infinite) eigenval-
ues is þ1 while, for q 6¼ 1 and q � 0, the real part is positive but
finite. Consequently, we can rewrite Eqs. (9)–(12) into

#ðtÞ :¼ �að0; tÞ (139)

@tt�aðx; tÞ ¼ @xx�aðx; tÞ; x 2 ½0;D� (140)

@x�að0; tÞ ¼ �q@t�að0; tÞ; jqj 6¼ 1 (141)

@x�aðD; tÞ ¼ ~hðtÞ (142)

and, reminding that uðx; tÞ ¼ @t�aðx; tÞ, Eqs. (14)–(17) such as

_#ðtÞ ¼ uð0; tÞ (143)

@ttuðx; tÞ ¼ @xxuðx; tÞ; x 2 ½0;D� (144)

@xuð0; tÞ ¼ �q@tuð0; tÞ ; jqj 6¼ 1 (145)

@xuðD; tÞ ¼ UðtÞ (146)

Analogous to the developments carried out in Step 5 for the
proof of Theorem 1, we use again the Riemann-like transforma-
tions [22] but now for the system (135)–(138) such that we can
redefine

�f x; tð Þ ¼
1

1� q
ut x; tð Þ þ ux x; tð Þ½ � (147)

�x x; tð Þ ¼
1

1þ q
ut x; tð Þ � ux x; tð Þ½ � (148)

with their corresponding inverses given by

ut x; tð Þ ¼
1� qð Þ�f x; tð Þ þ 1þ qð Þ�x x; tð Þ

2
(149)

ux x; tð Þ ¼
1� qð Þ�f x; tð Þ � 1þ qð Þ�x x; tð Þ

2
(150)

Hence, Eqs. (143)–(146) is reshaped as

ODE : _#ðtÞ ¼ �fð0; tÞ (151)

PDE 1 :

�ft x; tð Þ ¼ �fx x; tð Þ; x 2 0;D½ �

�f D; tð Þ ¼ 1

1� q
U tð Þ þ ut D; tð Þ
� �

8><
>: (152)

PDE 2 :
�xtðx; tÞ ¼ ��xxðx; tÞ; x 2 ½0;D�
�xð0; tÞ ¼ �fð0; tÞ

(
(153)

Applying the back-stepping transformations [22]

wðx; tÞ ¼ �fðx; tÞ � KH

ðx

0

�fðr; tÞdr� KH#ðtÞ (154)

-ðx; tÞ ¼ �xðx; tÞ þ KH

ðx

0

�xðr; tÞdr� KH#ðtÞ (155)

the resulting average target system for Eqs. (151)–(153) is

_#avðtÞ ¼ KH#avðtÞ þ wavð0; tÞ (156)

@twavðx; tÞ ¼ @xwavðx; tÞ; wavð0; tÞ ¼ -avð0; tÞ (157)

@t-avðx; tÞ ¼ �@x-avðx; tÞ (158)

wav D; tð Þ ¼ � 1

c
@t@xuav D; tð Þ (159)

which is exponentially stable for c> 0 sufficiently large. This
result is not difficult of proving since (156) is exponentially ISS
[29] with respect to wavð0; tÞ. On the other hand, wavðx; tÞ is finite-
time stable with respect to -avð0; tÞ and -avðx; tÞ is asymptotically
stable for c! þ1 (or wavðD; tÞ ! 0) [22].

Plugging (154) with x¼D into (159), we can write _UavðtÞ ¼
�cwavðD; tÞ according to Eq. (146) as

_UavðtÞ ¼ �c�favðD; tÞ þ cK H#avðtÞ þ H

ðD

0

�favðx; tÞdx

" #
(160)

Plugging the average version of Eqs. (152) and (147) into Eq.
(160), one has

_Uav tð Þ ¼ � c

1� q
Uav tð Þ þ @tuav D; tð Þ
� �

þ cK H#av tð Þ þ H

ðD

0

1

1� q
@tuav x; tð Þ þ @xuav x; tð Þ
� �

dx

" #

(161)

which can be rewritten as

_UavðtÞ ¼ ��cUavðtÞ � �c@tuavðD; tÞ

þ �cK ð1� qÞH#avðtÞ þ H

ðD

0

½@tuavðx; tÞ þ @xuavðx; tÞ�dx

" #

(162)

or, equivalently

Uav tð Þ ¼ �c

sþ �c

(
�@tuav D; tð Þ þ K

�
1� qð ÞH#av tð Þ

þH

ðD

0

@tuav x; tð Þ þ @xuav x; tð Þ
� �

dx

	)
(163)

where �c ¼ c= 1� qð Þ. Reminding that GavðtÞ ¼ H#avðtÞ and
ĤavðtÞ ¼ H from Eq. (36), one can finally obtain the implement-
able control law

U tð Þ ¼ �c

sþ �c

(
�ut D; tð Þ

þK 1� qð ÞG tð ÞþĤ tð Þ
ðD

0

ut x; tð Þ þ ux x; tð Þ½ �dx

" #)
(164)

with ĤðtÞ and G(t) defined by Eqs. (26) and (27), respectively.
The last stage is to obtain the additive dither S(t) solving the

following trajectory generation problem:

SðtÞ :¼ @xbðD; tÞ (165)

@ttbðx; tÞ ¼ @xxbðx; tÞ; x 2 ½0;D� (166)

@xbð0; tÞ ¼ �q@tbð0; tÞ; jqj 6¼ 1 (167)

bð0; tÞ ¼ a sinðxtÞ (168)

The explicit solution of Eq. (165) is given according to chapter 12
of Ref. [25]

SðtÞ ¼ �ax sinðxDÞcosðxtÞ � aqx cosðxDÞcosðxtÞ (169)
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since bðx; tÞ ¼ a cosðxxÞsinðxtÞ � aq sinðxxÞcosðxtÞ.
Remark 2. A similar result can be provided for the Dirichlet

actuation aðD; tÞ ¼ hðtÞ; �aðD; tÞ ¼ ~hðtÞ and uðD; tÞ ¼ UðtÞ by
redefining the Riemann transformations (147) and (148) to

�f x; tð Þ ¼
1

1� q
�at x; tð Þ þ �ax x; tð Þ½ � (170)

�x x; tð Þ ¼
1

1þ q
�a t x; tð Þ � �ax x; tð Þ½ � (171)

In this case, the control law can be expressed in terms of �aðx; tÞ
rather than u(x, t), according to

U tð Þ ¼ �c

sþ �c

(
�@x�a D; tð Þ þ K

�
1� qð ÞG tð ÞþĤ tð Þ

	
ðD

0

u x; tð Þ þ @x�a x; tð Þ
� �

dx

	)
(172)

with ĤðtÞ and G(t) defined by Eqs. (27) and (26), respectively.
Reminding Eq. (25), the control law (172) is indeed implement-
able since @x�aðx; tÞ can be written in terms of measurable signals

@x�aðx; tÞ ¼ @xaðx; tÞ � @xbðx; tÞ (173)

and the integral in Eq. (172) is given by

ðD

0

@x�aðx; tÞdx ¼ �aðD; tÞ � �að0; tÞ

¼ aðD; tÞ � bðD; tÞ �H� � að0; tÞ þ bð0; tÞ þH�

¼ hðtÞ � bðD; tÞ �HðtÞ þ a sinðxtÞ (174)

The term bðx; tÞ is defined like the trajectory generation problem
(165)–(168) but replacing (165) by SðtÞ :¼ bðD; tÞ, which leads to
[25] (chapter 12):

SðtÞ ¼ a cosðxDÞsinðxtÞ � aq sinðxDÞcosðxtÞ (175)

since bðx; tÞ ¼ a cosðxxÞsinðxtÞ � aq sinðxxÞcosðxtÞ. Notice that
(175) exactly matches (after some manipulations) to Eq. (127)
when q¼ 0 is set in Eq. (175).

7.2 Antistable Wave Partial Differential Equation With
Input Delay. Inspired by reference [12], we discuss the extension
of our ES approach for the same antistable wave PDE of the previ-
ous section but now with a delayed input. This is particularly an
important problem since Datko et al. [33] showed that standard
feedback laws for wave equations have a zero robustness margin
to the introduction of a delay in the feedback loop.

Hence, we consider the delay-wave cascade system

HðtÞ ¼ að0; tÞ (176)

@ttaðx; tÞ ¼ @xxaðx; tÞ; x 2 ½0; 1� (177)

@xað0; tÞ ¼ �q@tað0; tÞ ; jqj 6¼ 1 (178)

að1; tÞ ¼ hðt� DÞ (179)

where aðx; tÞ is the infinite-dimensional state of the antistable
wave PDE with spatial domain defined without loss of generality
by x 2 ½0; 1�. The boundary delay is denoted by D> 0 being any
arbitrary known constant.

The delay-wave system is alternatively written as [12]

_#ðtÞ ¼ uð0; tÞ (180)

@ttuðx; tÞ ¼ @xxuðx; tÞ; x 2 ½0; 1� (181)

@xuð0; tÞ ¼ �q@tuð0; tÞ ; jqj 6¼ 1 (182)

uð1; tÞ ¼ vð1; tÞ (183)

@tvðx; tÞ ¼ @xvðx; tÞ; x 2 ½1; 1þ D� (184)

vð1þ D; tÞ ¼ UðtÞ (185)

where U(t) is the overall system (control) input and ð#; u; vÞ is the
state of the ODE–PDE–PDE cascade. From the transport PDE
representation form for the input delay, we know that [32]
(chapter 2):

vðx; tÞ ¼ Uðtþ x� 1� DÞ; x 2 ½1; 1þ D� (186)

Reminding that Eqs. (181)–(183) can be represented into Eqs.
(152)–(153), applying the transformations

wðx; tÞ ¼ �fðx; tÞ � KH

ðx

0

�fðr; tÞdr� KH#ðtÞ; x 2 ½0; 1� (187)

-ðx; tÞ ¼ �xðx; tÞ þ KH

ðx

0

�xðr; tÞdr� KH#ðtÞ; x 2 ½0; 1�

(188)

f x; tð Þ¼ v x; tð Þ�KH

ðx

1

v r; tð Þdr

þ 1

1�q
�ax 1; tð Þ�KH

ð1

0

�f r; tð Þdr�KH# tð Þ; x2 1;1þD½ �

(189)

the resulting average target system for Eqs. (180)–(185) is

_#avðtÞ ¼ KH#avðtÞ þ wavð0; tÞ (190)

@twavðx; tÞ ¼ @xwavðx; tÞ; wavð0; tÞ ¼ -avð0; tÞ (191)

@t-avðx; tÞ ¼ �@x-avðx; tÞ (192)

wavð1; tÞ ¼ favð1; tÞ (193)

@tfavðx; tÞ ¼ @xfavðx; tÞ; x 2 ½1; 1þ D� (194)

fav 1þ D; tð Þ ¼ � 1

c
@tvav 1þ D; tð Þ (195)

From Eqs. (189) and (195), one can obtain the expression for
_UavðtÞ ¼ �cfavð1þ D; tÞ such that

_Uav tð Þ ¼ �cvav 1þ D; tð Þ þ cKH

ð1þD

1

vav r; tð Þdr

� c

1� q
�ax 1; tð Þ þ cKH

ð1

0

�fav r; tð Þdrþ cKH#av tð Þ

(196)

Plugging Eq. (186) into Eq. (196), we can obtain the control law

U tð Þ ¼ c

sþ c

(
�1

1� q
�ax 1; tð Þ þ K

�
G tð Þ þ Ĥ tð Þ

ðt

t�D

U sð Þds

þ Ĥ tð Þ
ð1

0

1

1� q
u x; tð Þ þ �ax x; tð Þ½ �dx

	)
(197)

for c> 0 sufficiently large, uðx; tÞ ¼ �atðx; tÞ and �axðx; tÞ satisfying
(173)–(174).
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As discussed in Ref. [6], the explicit solution of the trajectory
generation problem [25] (chapter 12) under delays would be
solved from (175) as Sðt� DÞ ¼ a cosðxDÞsinðxtÞ � aq sinðxDÞ
cosðxtÞ, leading us to

SðtÞ ¼ a cosðxDÞsinðxðtþ DÞÞ � aq sinðxDÞcosðxðtþ DÞÞ
(198)

8 Numerical Simulations

The academic example studied in this section can be faced as a
very simplified version of the drilling control problem described
in Sec. 2. No particular modeling of specific nonlinear phenomena
for the oil drilling problem was taken into account in this section.
However, pairing this real-time optimal drilling problem and the
proposed PDE-based extremum seeking methods sounds promis-
ing. It seems we can improve performance by compensating the
PDE-drill dynamics into the extremum-seeking loop. We can
assume the drill model as a string of delay dynamics or simply a
wave PDE, as discussed in reference [23].

One issue is that in practice we would ideally like to model the
downhole boundary as an ODE, coupled with the PDE. We do not
think this is required to come up with a worthwhile result, but it
would be nice if this is something we are able to handle. We have
not studied the compensation of wave PDEs in the presence of
ODE dynamics but we do not see why this would not be doable.
We just need to assume that the ODE is “fast”, namely, we have
to use the frequency x (of the signals S(t), M(t), and N(t)) that is
slower than the ODE’s time constants, and then have to estimate
the gradient/derivative of the map in the steady-state (as a static
map of Assumption 1). This would roughly mirror what is done
with the singular perturbation approach in the paper [1] for ES ori-
ented to nonlinear ODE-dynamics.

There may be an obstacle to getting a theorem because we may
not have a singular perturbation that we need for systems with
delays and/or wave PDEs. But, in light of this attractive applica-
tion, it would be worth considering the study for future research.
And, insofar as simply using the algorithm is concerned, which
may be practitioners primary concern, this should be simple— as
said above, x and the “dither” signals sinðxtÞ just have to be cho-
sen slow compared to the ODE dynamics. Basically, when non-
compensated dynamics are present such perturbation signals used
in extremum seeking need to be slow. In this case, we prefer to
call it “slither” (the slow wiggly gait of a snake). Also, slither-
¼ sl(ow-d)ither.

Here, for the sake of simplicity we just consider the wave PDE
dynamics in cascade with the static map as described in (1)–(6)
and illustrated in Fig. 1. No other unmodeled dynamics is
addressed such that the dither signals can still be chosen with a
sufficiently large frequency. Due to space constraints, we will
focus on showing the numerical simulations only for the
extremum seeking feedback for antistable wave PDEs with
Dirichlet boundary actuation of Sec. 7.1 (Remark 2).

In this context, we consider a quadratic static map as in Eq. (6),
with Hessian H¼ –2, optimizer H� ¼ h� ¼ 2, and optimal value
y� ¼ 5. The domain length of the wave PDE and the damping
coefficient were set to D¼ 1 and q¼ 5, respectively. The parame-
ters of the proposed ES are chosen as x¼ 10, a¼ 0.2, c¼ 10,
�c ¼ 0:5, and K¼ 0.2.

The corresponding numerical plots of the closed-loop system
are given in Figs. 4(a) and 4(b). We note that the signals H and h
converge to a close neighborhood of the optimizer H� ¼ h�.

Figures 5(a) and 5(b) present relevant variables for ES. It is
clear that the remarkable evolution of the output signal y(t) and
the Hessian’s estimate ĤðtÞ ultimately achieving the extremum
y� ¼ 5 and the correct Hessian value H¼ –2, even in the presence
of the wave PDE.

Remark 3. Persistent perturbations are a necessity if the algo-
rithm were to remain alert to changes in the system [34]. The per-
sistence of oscillation allows to re-optimize the operation as
equipment ages, the drill bit wears, and passes from one rock type
to another. In practice, high-frequency oscillations in the plots of
Figs. 4(a) and 4(b) due to the persistent excitation signal S(t) may
also lead to chattering or limit cycles in actuators. The inability to
remove it and achieve equilibrium stabilization in ES may also be
associated with actuator constraints, such as magnitude and rate
saturation. Here, the best control requirement could be to enforce
a stable, “smallest” limit cycle [35] (chapter 5). However, ES-
based controllers whose control efforts vanish as the system
approaches equilibrium have been proposed [36,37]. In Refs. [3]
and [38–40], Lie bracket-based ES was also introduced to obtain
feedback controllers with bounded update rates. Hence, limit
cycles may not only be reduced, but they can also be completely
eliminated in these cases.

In Figs. 6(a) and 6(b), the proposed ES scheme with PDE com-
pensation is compared to the classical ES design [1]. Using the
same parameters for x, a, and K of the prior simulation, results in
instability of hðtÞ and HðtÞ, as illustrated in Fig. 6(a). On the other
hand, Fig. 6(b) shows the response for a lower frequency x ¼ 0:4
rad/s, in which we observe that the stability can be recovered but
the convergence speed gets much slower (around 30 times!) than

Fig. 4 Compensation of antistable wave PDEs in actuator dynamics for extremum seeking feedback with boundary
Dirichlet actuation: a(0; t) 5 H(t) and a(D; t) 5 h(t), with D 5 1, q 5 5, and H�5 h�5 2. (a) parameter H(t) (red) converging
to H* (dashed-green) and (b) parameter h(t) (black) converging to h* (dashed-green).
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Fig. 5 Compensation of antistable wave PDEs in actuator dynamics for extremum seeking feedback with boundary
Dirichlet actuation: time response of y(t) converging to the extremum y�5 5 and the Hessian’s estimate Ĥ (t) con-
verging to H 5 22. (a) Output static map y(t) and (b) Hessian estimate Ĥ (t).

Fig. 6 Classical ES with uncompensated wave PDE actuator dynamics: (a) instability for large x; (b) very slow conver-
gence for small x. (a) time evolution of the signals h(t) and H(t) for large x and (b) time evolution of the signals h(t) and
H(t) for small x.

Fig. 7 Time evolution of the signals y(t) and H(t) converging to a neighborhood of the extremum point y �5 5 and the
maximizer H�5 2 under different values of the dither frequency x ‰ ½0:006; 30� rad/s: (a) time evolution of the signal y(t)
for different values of x and (b) time evolution of the signal H(t) for different values of x
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the results in Figs. 4(a) and 4(b). Hence, our proposed ES control-
ler stands as a strong improvement of the classical ES in the pres-
ence of actuation dynamics governed by wave PDEs.

Finally, Figs. 7(a) and 7(b) present the effect of the dither fre-
quency x in the convergence of the algorithm for different values
of x 2 ½0:006; 30� rad/s. As x! 0:006, the control system per-
formance is severely affected, as expected, resulting in a slower
convergence of the ES algorithm to the desired values. For
instance, with x ¼ 0:5 rad/s, the convergence is indeed settled
down after 60 s (not show). Despite of that, the algorithm contin-
ues the search for the extremum point.

Similar tests can be performed for the design parameters K and
a (curves not shown). Basically, by increasing the adaptation gain
K we can accelerate the closed-loop responses, whereas by
decreasing the constant a we can reduce the amplitude of the
residual oscillations, according to Eqs. (46)–(48). Remind that the
ultimate residual set for the error hðtÞ � h� in Eq. (46) is of order
Oðaþ aqþ 1=xÞ for the antistable wave PDE, also depending on
the damping coefficient q due to the amplitude of the dither S(t)
defined in Eq. (175).

9 Conclusions

This paper provided a complete analysis of the gradient-based
extremum seeking feedback for wave compensation in different
design scenarios, including Neumann–Dirichlet actuation forms,
antistable wave PDEs and delay-wave PDE cascades. The wave
PDE dynamics must be known, whereas no knowledge is required
for the map, that is, the parameters of the map were assumed to be
unknown. The control law proposed in order to counteract the
wave actuator dynamics was designed via back-stepping method-
ology by combining state-of-the-art techniques in the field of PDE
boundary control and averaging-based estimates of the map’s gra-
dient and Hessian. The additive perturbation-dither signal was
designed in order to compensate the effects of the wave dynamics
as well. Local stability and ultimate convergence to a small neigh-
borhood of the unknown extremum point were proved. Although
we just have considered the gradient-based method, the proposed
strategy can be directly generalized to the Newton-based
extremum seeking [31] following the procedure presented in
Ref. [6]. The multivariable extension of the proposed algorithm
can also be achieved according to Ref. [41].

For future works, the authors expect continued efforts in data
validation and experiments to demonstrate the capability of the
proposed extremum seeking methodology in resolving some spe-
cific real-time optimization problems in oil drilling scenarios [23].
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