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Boundary Control of the Korteweg–de Vries–Burgers
Equation: Further Results on Stabilization and
Well–Posedness, with Numerical Demonstration

Andras Balogh and Miroslav Krstic

Abstract—We consider the Korteweg–de Vries–Burgers (KdVB) equa-
tion on the interval [0,1]. Motivated by simulations resulting in modest
decay rates with recently proposed control laws by Liu and Krstic which
keeps some of the boundary conditions as homogeneous, we propose a
strengthened set of feedback boundary conditions. We establish stability
properties of the closed-loop system, prove well-posedness and illustrate
the performance improvement by a simulation example.

Index Terms—Global stabilization, Korteweg–de Vries–Burgers equa-
tion, nonlinear boundary feedback control.

I. INTRODUCTION

The Korteweg–de Vries–Burgers (KdVB) equation is one of the sim-
plest nonlinear mathematical models displaying the features of both
dispersion and dissipation. It serves as a model of long waves in shallow
water and some other physical phenomena. The usual and simplest
setting in which the controlled and uncontrolled KdVB equation or
the simpler KdV equation is considered is either the case of periodic
boundary conditions (see, e.g. Bonaet al. [3], Russel and Zhang [15])
or the case where the spatial domain is the whole real line (see, e.g.
Biler [2], Bona and Smith [4]). As a next step in the analysis of a system
it is natural to consider the controllability (see, e.g. Rosier [13]) and
stabilization (see, e.g. Zhang [18]) on a bounded domain. In a recent
work Liu and Krstic [11] consider a boundary feedback stabilization
problem for a KdVB equation on a finite spatial interval. Our paper is
motivated by simulations that show opportunity for considerable im-
provement of performance relative to the controllers in [11]. In this
paper we propose a more aggressive control law that achieves better
performance. Our control law can be implemented via any of the fol-
lowing three variables actuated at one boundary withw held at zero at
the other boundary:(wx; wxx), (w; wx), (w; wxx). The uncontrolled
versions of some of these problems are known not to be asymptotically
stable. An example of a physical problem where our control law would
be implementable is the water channel setup with boundary actuation
discussed in Rosier [13]. In Section II we prove the existence and sta-
bility of solutions of the resulting boundary controlled KdVB equation.
All the details of the calculations, including the ones omitted here due
to space limitation, can be found at the authors’ web pages. In Section
III we provide a numerical example.

II. STABILIZATION

Consider the Korteweg–de Vries–Burgers equation

wt � �wxx + �wxxx + wwx = 0; x 2 [0; 1]; t > 0; (1)
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with �, � > 0 and with some initial data

w(x; 0) = w0(x); x 2 [0; 1]: (2)

Liu and Krstic [11] proposed the control law

w(0; t) = 0; wx(1; t) = 0; wxx(1; t) = �
1

3�
w
2(1; t); (3)

and an improved version of it

w(0; t) = 0; wx(1; t) = 0; (4)

wxx(1; t) =
1

�
c+

1

9c
w
2(1; t) w(1; t); c > 0: (5)

Unfortunately, as we shall see in Section III, the choicewx(1; t) =
0 results in slow convergence to zero. For this reason, in this paper
we seek and find a more aggressive boundary condition that also uses
wx(1; t) for feedback:

w(0; t) = 0; (6)

wx(1; t) =�g1(w(1; t))

�
=�

1

�
c+

1

9c
w
2(1; t) w(1; t); (7)

wxx(1; t) = g2(w(1; t))

�
=

1

�2
c+

1

9c
w
2(1; t)

2

w(1; t): (8)

It is clear that, since (7) and (8) are invertible functions, this control
law can be implemented via any of the following three variables at the
1-boundary:(wx; wxx), (w; wx), (w; wxx).

In order to formulate our problem as an abstract initial value problem
we consider Hilbert spacesX = L2(0; 1), H = H1(0; 1), operator
A: (D(A) � X) ! X� given by

Aw = ��wxx + �wxxx + 1

2
(w2)x; (9)

and domain

D(A) = w 2 H
3(0; 1) jw(0) = 0; w0(1) = �g1(w(1));

w
00(1) = g2(w(1)) :

With the above notation our system (1), (2), (6)–(8) can be written in
the form of

dw

dt
+Aw = 0; w(0) = w0: (10)

Our main result is formulated in the following theorem.
Theorem 1: For any initial dataw0 2 D(A) system (10)

possesses a unique solutionw(x; t) 2 C(0; 1; L2(0; 1))
\C(0; 1; H1(0; 1)) with

1) Global exponential stability in theL2-sense:

kw(t)k � kw0ke
��t

; 8 t � 0; (11)
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2) Global asymptotic and semi-global exponential stability in the
H

1-sense: there existM > 0 such that for any0 � � < 1

kw(t)kH � Mp
1� �

kw0kH e
(M=

p
1��)kw k

e���t;

8 t � 0: (12)

The same stability statements (reported in [11]) hold with control
law (4) and (5). Since (11) and (12) are conservative energy estimates
andM is a generic constant, they do not provide a good basis for com-
parison of the two controllers.

It is very important to understand the role of the parameter� in
theH1 estimate (12).1 The larger�, the better the exponential decay
rate is. At the same time the “overshoot,” which is proportional to
1=
p
1� �, is a monotone increasing function of its argument� and

it blows up at� = 1. This decay rate dependent overshoot coefficient
dominates the estimate on short time intervals, which shows again the
need for numerical comparison.

Proof: In order to prove the stability results we use energy esti-
mates.

First take theL2-inner product of (1) withw to obtain

1

0

(wt � �wxx + �wxxx + wxw)wdx = 0: (13)

Using integration by parts, boundary conditions (6)–(8) and inequality

1

0

wxw
2 dx =

1

3
w3(1; t) � 1

18c
w4(1; t) +

c

2
w2(1; t) (14)

we obtain from (13) estimate

d

dt
kw(t)k2 + 2�kwxk2 + �c2

�2
+ c w2(1; t)

+
1

9c
+

2�

9�2
w4(1; t) +

�

81c2�2
w6(1; t) � 0: (15)

As a first consequence of (15) we obtain, using Poincaré’s inequality,
inequality

d

dt
kw(t)k2 � �2�kwx(t)k2 � �2�kw(t)k2; (16)

which implies (11). We now multiply (15) bye2��t, where0 � � < 1
is arbitrary. Integration with respect to time and the use of (11) results
in the inequality

t

0

e2��� kwx(�)k2 + w2(1; �) + w4(1; �)

+w6(1; �) d� + e2��tkw(t)k2 � 1

1� �
kw0k2: (17)

Next, we take theL2-inner product of (1) with�wxx to obtain

�
1

0

(wt � �wxx + �wxxx + wwx)wxx dx = 0: (18)

1We thank a reviewer and associate editor for suggesting the use of this pa-
rameter. Our original analysis was for� = 1=2.

The quadratic terms of (18) are integrated by parts and boundary con-
ditions (6)–(8) are used again. For the last cubic term we obtain the
estimate

1

0

wxwwxx dx � 1

2�
kwx(t)k4 + �

2
kwxx(t)k2;

where we used the simple inequalitykwkL (0; 1) � kwxk, which
holds forw 2 H1

0 (0; 1). Introducing the notation

A(t) � c

�
w2(1; t) +

1

18�c
w4(1; t) + kwx(t)k2 (19)

we obtain

d

dt
A(t) + �kwxx(t)k2

�M w2(1; t) + w4(1; t) + w6(1; t) + kwx(t)k2
� (1 +A(t)): (20)

Omitting the nonnegative second term on the left, using definitions (19)
and

b(t) � e2��t w2(1; t) + w4(1; t) + w6(1; t) + kwx(t)k2 (21)

furthermore multiplying (20) bye2��t we get

d

dt
e2��tA(t) �Mb(t) +Mb(t)e2��tA(t): (22)

It follows now from Gronwall’s inequality, estimate (17) and the defi-
nition of b(t) that

e2��tA(t) � A(0) +
t

0

Mb(�) d�

� 1 +
t

0

Mb(�) exp
t

�

Mb(s)ds d�

� A(0) +
Mkw0k2
1� �

+ A(0) +
Mkw0k2
1� �

Mkw0k2
1� �

� eMkw k =(1��): (23)

Multiplying (23) bye�2��t, taking the square root, and using the defi-
nition ofA(t) one more time we arrive at the inequality

kw(t)kH � k(�)kw0kH e
k(�)kw k

e���t (24)

wherek(�) = M=
p
1� �. This proves (12), the semi-global ex-

ponential stability in theH1-sense. Due to the general Sobolev em-
bedding theoremH`(
) � Ck(
), which holds fork � ` � n=2,

 � n, the solutionw(t; x) is continuous and bounded for allt � 0
and allx 2 [0; 1].
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For completeness we include here an existence proof based on the
theory of monotone operators with locally Lipschitz perturbations [1],
[6], [16] following the arguments in [10].2

We consider two operators,A1: (D(A1) � X) ! X given by
A1w = ��1wxx + �wxxx with domain

D(A1) = fw 2 H3(0; 1) jw(0) = 0

w0(1) =�g1(w(1)); w00(1) = g2(w(1))g

andA2: (D(A2) � X) ! X given byA2w = �w � �2wxx +
d=dx f(w) with domain

D(A2) = w 2 H2(0; 1) jw(0) = 0 w0(1) = �g1(w(1)) :

Here�1, �2 > 0 with �1 + �2 = � andf(w) = w2=2.
Next we introduce a cut-off function off(y) = y2=2 and obtain the

globally Lipschitz continuous function

fK(y) =
y2=2 if jyj � K,

K2=2 if jyj > K
(25)

with Lipschitz constantLK = K. We define the nonlinear operator
A2;K corresponding to the cut-off version ofA2 as

A2;Kw = �KI � �2wxx +
d

dx
fK(w) (26)

for some�K 2 with domainD(A2;K) = D(A2).
First we consider the abstract, truncated Cauchy problem

dw

dt
+ (AK � �KI)w = 0; t > 0; w(0) = 0 (27)

whereAKw = A1w + A2;K w = �Kw � �wxx +�wxxx +
d=dxfK(w). We will show that problem (27) has a strong solution
wK for all K > 0, then we obtain a variational solution of the original
problem as the limit ofwK , in an appropriate sense, asK !1.

We have to show thatAK is m-accretive (maximal monotone or,
with other words,�AK is maximal dissipative) onX in order to use
the Crandall–Liggett Theorem. First we show the monotonicity ofAK

for some�K 2 by showing the monotonicity ofA1 andA2;K sep-
arately.

Using the explicit form ofg1 andg2, and the fact that they are mono-
tone functions we obtain

hA1w �A1v; w � vi � �1kwx � vxk
2 � �1kw � vk2: (28)

As a result we obtain that the operatorA1 is monotone onX and on
H � H�. It is also maximal monotone, since its restriction to homo-
geneous boundary conditions is a linear, maximal monotone operator.
Similarly

hA2;Kw �A2;Kv; w � vi

� (�2 � )kwx � vxk
2 + �K �

K

2
�

2K2


kw � vk2: (29)

2See Acknowledgment section at the end of the paper.

In deriving (29) we used integration by parts, the boundary conditions
and the Cauchy–Schwarz inequality. We exploited the Lipschitz conti-
nuity of fK , along with Young’s inequality and the simple inequality
j'2(1)j � 2k'xk k'k. We were able to drop a term containingg1
from the estimates due to the monotonicity ofg1. Choosing = �2=2
in (29) we obtain thatA2;K is monotone both onX and onH �H�

for �K large enough [for example for�K � 2K(4K +1)=�2]. It also
follows thatA2;K is hemicontinuous. Putting togetherA1 andA2;K

we obtain thatAK = A1 +A2;K is monotone onX andH�H� and
hemicontinuous onH � H� for large!K . The operatorAK is also
coercive onH �H� since (28) and (29) imply (withv = 0) that

lim
kwk!1

hAKw; wi

kwkH
� lim

kvk!1

hA2;Kw; wi

kwkH

� lim
kvk!1

�2
2
kwk2H

kwkH
=1:

As a result, by [1, Corollary 1.3, page 46], the operatorAK : H ! H�

(as well asAK � �I) is surjective. Due to this result and the inclusion
H � X � H�, in order to show that the range ofAK � �I is all of
X, it suffices to show that iff 2 X andw 2 H satisfies

AKw � �w = f (30)

thenw 2 D(AK). Expanding and rearranging (30) we get

��wxx + �wxxx = f + (�� �K)w�
d

dx
fK(w) 2 X (31)

and since we already know thatA1 is maximal monotone for
all �1, � > 0, we obtain thatw 2 D(A1) = D(AK). Hence,
by Minty’s Theorem [12]AK is maximal monotone onX and
by the Crandall–Liggett Theorem [6] problem (27) has a unique
strong solutionwK 2 C(0; 1; D(AK)) \C1(0; 1; L2(0; 1))
� C(0; 1; H3(0; 1)) \C1(0; 1; L2(0; 1)) for all K > 0.

Next, we establish the uniform boundedness of the sequence
fwKgK>0 in the same way as thea priori estimates were obtained.
Starting with the identity

1

0

(wKt��wKxx+�wKxxx+(fK(wK))x)wK dx = 0 (32)

we estimate the last term as
1

0

(fK(wK))xwK dx

=
jw j<K

(fK(wK))xwK dx

= 1

3

jw j<K

(w3

K)x dx �
1

3
jwK(1; t)j3

and with this we obtain the uniform inK a priori estimate (17) forwK
t

0

e2��� (kwKx(�)k
2+w2

K(1; �)+w4

K(1; �)+w6

K(1; �))d�

+ e2��tkwK(t)k2 �
1

1� �
kw0k

2: (33)

We obtain estimate (12) similarly.
Consider now two parametersK, L and the corresponding two so-

lutionswK , wL of (27). For their differencew = wK � wL we have

wt � �wxx + �wxxx + (fK(wK))x � (fL(wL))x = 0 (34)

w(x; 0) =0; w(0; t) = 0; (35)
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wx(1; t) = g1(wL(1; t))� g1(wK(1; t))

=w(1; t)~g1; (36)

wxx(1; t) = g2(wK(1; t))� g2(wL(1; t))

=w(1; t)~g2 (37)

for all x 2 [0; 1], t > 0, where

~g1 =�
c

9�
9 + w2

K(1; t) + wK(1; t)wL(1; t) + w2

L(1; t)

(38)

and

~g2 =
c2

81�2
9 + w2

L(1; t)
2

+
c2

81�2
wK(1; t)

� (wK(1; t) + wL(1; t)) w2

K(1; t) + 18 + w2

L :

(39)

After taking the inner product of (34)–(37) withw we calculate

�
1

0

wxxw dx � C~g21kwk
2 �

3�

4
kwxk

2

and

�
1

0

wxxxw dx

= �wxxwj
1

0 � �
1

0

wxxwx dx

=
�c2

162�2
w2(1; t) 81 + 18 w2

K(1; t) + w2

L(1; t)

+
�c2

162�2
w2(1; t) w2

K(1; t)� w2

L(1; t)
2

+
�c2

162�2
w2(1; t)w2

K(1; t)w2

L(1; t) +
�

2
w2

x(0; t)

�
�c2

9�2
w2(1; t)wK(1; t)wL(1; t):

Here only the last term is not positive definite and it can be estimated
as

�c2

9�2
w2(1; t)wK(1; t)wL(1; t)

� C(kwKk+kwLk)
2(kwKxk+kwLxk)

2kwk2+
�

4
kwxk

2:

Using the notation

L1(t) =C ~g21 + kwKxk
2 + kwLkkwLxk

+ C(kwKk+ kwLk)
2(kwKxk+ kwLxk)

2 (40)

we get
d

dt
kw(t)k2 + �kwx(t)k

2

� L1(t)kw(t)k2+
1

0

((fK(wK))x � (fL(wL))x)

� (wK � wL) dx:

From here, using Gronwall’s inequality we have

kw(t)k2 +
t

0

kwx(�)k
2 d�

�
t

0

1

0

((fK(wK))x � (fL(wL))x) (wK � wL) dx d�

� 1 +
t

0

L1(�) exp
�

0

L1(s)ds d� :

Since the first factor above converges to zero according to Lemma 1
and the second factor is bounded according to (33), we obtain

k(wK � wL) (t)k
2

+
t

0

kwKx(�)� wLx(�)k
2 d�

K;L!1

������! 0: (41)

With (41) we obtain that

wK

K!1

����!w in C 0; T ; L2(0; 1) \L2 0; T ; H1(0; 1) : (42)

Taking the inner product of (34)–(37) with�wxx we obtain

�
1

0

wtwxx dx = G(wK ; wL)
d

dt
kwxk

2 + w2(1; t) ; (43)

where0 < G(wK ; wL) depends also on the sign of(d=dt)kwxk
2 and

(d=dt)w2(1; t). We also have� 1

0
wxxxwxx dx = (�=2)w2(1; t)~g2

�(�=2)w2

xx(0; t). We obtain

G(wK ; wL)
d

dt
kwx(t)k

2 + w2(1; t)

�
�

2
w2(1; t)~g2 +

1

0

((fK(wK))x � (fL(wL))x)wxx dx

which can, in turn, be written as
d

dt
kwx(t)k

2 + w2(1; t)

� L2(t) kwx(t)k
2 + w2(1; t)

+
1

0

((fK(wK))x � (fL(wL))x)wxx dx:

From here, using Gronwall’s inequality we obtain

kwx(t)k
2 + w2(1; t)

�
t

0

1

0

((fK(wK))x � (fL(wL))x)wxx dx d�

� 1 +
t

0

L2(�) exp
�

0

L2(s)ds d� :

Since the first factor converges to zero according to Lemma 2 and the
second factor is bounded, we obtain

k(wKx � wLx) (t)k
2 ! 0; asK; L!1: (44)

With this we obtain that

wK

K!1

����!w in C 0; T ; L2(0; 1) \C 0; T ; H1(0; 1) ; (45)

wherew(x; t) 2 C(0; T ; L2(0; 1)) \C(0; T ; H1(0; 1)) is a vari-
ational solution of problem (10) satisfying stability estimates (11) and
(12).

The uniqueness is obtained taking two assumed solutionsw1 andw2

and subtracting the corresponding two systems from each other. Then,
using the notationw = w1 � w2 we obtain

wt � �wxx + �wxxx + ww1x + w2wx = 0; x 2 [0; 1]; t > 0;

w(0; t =0;

wx(1; t) = g1(w2(1; t))� g1(w1(1; t)) = w(1; t)~g1;

wxx(1; t) = g2(w1(1; t))� g2(w2(1; t)) = w(1; t)~g2;

where~g1 and~g2 have the same form as in (38) and (39) exceptwK and
wL are now replaced byw1 andw2 respectively. The calculations are
also very similar to that of (38) and (39) except the cubic terms that can
be estimated as1

0
w2w1x dx � kw2kL kw1xk � Ckw1xk

2kwk2

+(�=8)kwxk
2 and 1

0
w2wxwdx � Ckw2kkw2xk kwk

2 + (�=8)
kwxk

2. Then, using notation (40) withwK andwL are replaced by
w1 andw2 we obtain

d

dt
kw(t)k2 � L1(t)kw(t)k2: (46)

From here Gronwall’s inequality implies

kw(t)k2 � kw0k
2 exp

t

0

L1(�)d� : (47)

InspectingL1(t) we observe that it is integrable and sincekw0k = 0
we obtain thatkw(t)k = 0 for all t � 0, i.e. the solution of (10) is
unique.

Lemma 1: Under the hypotheses of Theorem 1
t

0

1

0

((fK(wK))x � (fL(wL))x)(wK�wL)dx d�
K;L!1

������! 0
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(a) (b)

(c) (d)

Fig.1. Comparison of norms.� � � uncontrolled,ooo controlled second derivative (quadratic), - - - controlled second derivative (cubic), — two derivatives
controlled

for any t > 0.
Proof: Let us use the notationw = wK � wL and
K = fx 2

[0; 1]: jwK(x)j > Kg. The measure of
K can be estimated as

mes
K � K�6kwKk6L � 4K�6kwKxk2kwKk4; (48)

where we used the classical multiplicative inequality (55) withr =
m = 2 andq = 6. We have

t

0

1

0

((fK(wK))x�(fL(wL))x) (wK�wL)dx d�

� 2
t

0

kwLxk2 d�
1=2 t

0 


jwK j4 dx d�
1=2

(49)

where, without loss of generality, we assumed thatt

0 

w4
K dx d�

� t

0 

w4
L dx d� . In (49) the first factor on the right-hand side is

bounded according to estimate (33). For the second factor we have
t

0 


jwK j4 dx d�

=
t

0

kwKk4L (mes
K)1=3 d�

� K�2
t

0

kwKxk2kwKk4 d�
K!1����! 0:

Lemma 2: Under the hypotheses of Theorem 1
t

0

1

0

((fK(wK))x�(fL(wL))x)wxx dx d�
K;L!1������! 0 (50)

for any t > 0.
Proof: We have, similarly as in Lemma 1

t

0

1

0

((fK(wK))x�(fL(wL))x)wxx dx d�

�
t

0

kwxx(�)k2 d�
1=2

�
t

0 
 n


jwLj2jwLxj2 dx d�
1=2

:

The boundedness of the first factor above can be obtained integrating
(20) which holds for allwK uniformly inK. For the second factor we
have

t

0 
 n


jwLj2jwLxj2 dx d�

�
t

0 
 n


jwLj4 dx d�
1=2

t

0

kwLxk4L d�
1=2

:

(51)

We already know from inequality (50) of Lemma 1 that the first factor
on the right hand side of inequality (51) converges to zero asK; L!
1. The second factor is estimated with the help of inequality (54) as

t

0

kwLxk4L d� �Mt max
�2[0; t]

kwx(�)k4

+M
t

0

kwxx(�)k2 d�
1=2p

t max
�2[0; t]

kwx(�)k6 (52)

whereM is a generic constant. Since each expression is finite in (52)
for anyt > 0, the result of Lemma 2 follows.

Lemma 3: For anyw 2 H1(0; 1) and2 � q � 1 we have

kwkL � 1kwk+ 2kwxk�kwk1�� (53)

where� = 1=2 � 1=q, 1 = 21+� and2 = 2(1=2)6(�=2). We also
have

kwk2L � 21+2�kwk2 + 21+�3�kwxk2�kwk2�2�: (54)
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Proof: This is a one-dimensional extension of a classical
inequality (see, e.g., [9, Theorem 2.2, pp 62])

kwkL � �kwxk
�

L kwk1��L ; (55)

which holds forw 2 W 1

m[a; b], m � 1 with w(a) = 0, wherer �
q � 1, � = ((1=r) � (1=q)) (1 � (1=m) + (1=r))�1 and� =
(1+ ((m� 1)=m)r)�. The proof is very similar to that of [5, Lemma
2.2] and hence it is omitted.

III. A N UMERICAL EXAMPLE

In this section we compare three controllers through a numerical ex-
ample: controller (3), controller (4) and (5) and controller (6)–(8). A
comparison is also made relative to the uncontrolled system consisting
of the KdVB equation (1) and boundary conditions

w(0; t = 0; wx(1; t) = w0

0(1); wxx(1; t) = w00

0 (1):

The local existence of a solution to the uncontrolled system is obvious
and can be proven for example using Galerkin’s method.

As a consequence of the third derivative inx and first derivative int,
it is necessary to use very small time steps (�10�9) in order to balance
the very small number in the denominator resulting from the cube of
the spatial step. We are able to compensate in a certain extent the very
small time steps by rescaling the equation, i.e. compressing the time
domain. We consider, from the above reason, the scaled equation

ut � �0uxx + �0uxxx + puux = 0; x 2 [0; 1]; t > 0 (56)

with some initial data

u(x; 0) = u0(x); u0(0) = 0 (57)

and in the controlled case with boundary condition

u(0; t) = 0 (58)

ux(1; t) =�
p

�0
c+

1

9c
u2(1; t) u(1; t) (59)

uxx(1; t) =
p2

�02
c+

1

9c
u2(1; t)

2

u(1; t) (60)

where �0, �0, c and p are positive constants. The transformation
u(x; t) � w(x; pt) shows the equivalence of system (1), (2), (6)–(8)
to (56)–(60) with� � �0=p and� � �0=p.

Our numerical simulation is based on a fully discrete, implicit
scheme of second order accuracy, using three time level quadratic
approximation in time and central difference scheme in space, derived
using the finite volume method (see, e.g. [7]).

As an example, we consider the (KdVB) equation (56) with param-
eters�0 = 1, �0 = 10, p = 100 and with initial function

u0(x) = 20x3(x� 1:001): (61)

The time step we use isk = 10�9 with final time T = 10�2, and
spatial steph = 5� 10�3. The scalingp = 100 corresponds to an un-
scaled Korteweg–de Vries–Burgers system with parameters� = 0:01,
� = 0:1 on a time interval [0, 1]. In the controlled case the control gain
wasc = 0:1. As we can see in Fig. 1, the uncontrolled solution seems
to converge to a nontrivial stationary solution. All three controlled sys-
tems converge to zero [Fig. 1(b)–(d)], but when the first derivate is
kept at zero atx = 1 and only the second derivative is controlled by
feedback, cases (b) and (c), show poor convergence relative to our con-
troller (59) and (60). In fact, Fig. 2 shows that the differences between
the rates of convergence are significant both in theL2 and in theH1

sense.

(a)

(b)

Fig. 2. Comparison of Solutions
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Constrained Approximate Controllability

Jerzy Klamka

Abstract— In the paper, constrained approximate controllability for
linear dynamical systems described by abstract differential equations
with unbounded control operator is considered. Using methods of spec-
tral analysis for linear self-adjoint operators and general constrained
controllability results given in the paper [20], necessary and sufficient
conditions of the constrained approximate controllability for the piecewise
polynomial controls with values in a given cone are formulated and proved.
Moreover, as illustrative examples constrained approximate boundary
controllability of one-dimensional distributed parameter dynamical
systems described by partial differential equations of parabolic type
with Dirichlet and Neumann boundary conditions are investigated. The
constrained controllability conditions obtained in the paper represent an
extension of the unconstrained controllability results given in [5] and [6].

Index Terms—Controllability, discrete–time systems, distributed param-
eter systems, linear systems.

I. INTRODUCTION

In recent years, controllability problems for different kinds of dy-
namical systems have been considered in many publications. The ex-
tensive list of publications containing more than 500 positions can be
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found in the monograph [6]. Most literature in this direction so far has
been concerned, however, with the so-called unconstrained controlla-
bility problems. Only a few papers deal with the so-called constrained
controllability problems, i.e., with the case when the control functions
are restricted to take their values in a prescribed admissible set [1]–[4],
[7]–[10], [12], [15]–[18], [20] . The papers [3], [4], [7], and [8] contain
results concerning constrained controllability problems for linear re-
tarded dynamical systems, and in the paper [10], constrained boundary
approximate controllability of parabolic-type partial differential equa-
tions is discussed. Moreover, it should be also stressed that up to now
constrained boundary controllability problems for distributed param-
eter dynamical systems with piecewise polynomial controls have not
been considered in the literature. In order to fill this gap, the present
paper studies in detail the constrained approximate controllability prob-
lems for linear systems described by abstract differential equations with
unbounded control operator and piecewise polynomial controls. The
main purpose of the paper is to formulate and prove necessary and suf-
ficient conditions for the so-called constrained approximate controlla-
bility using some general results given in the paper [20]. It should be
mentioned that the paper [20] does not contain any results concerning
boundary controllability of distributed parameter systems. Moreover,
it will be pointed out that in the special cases we can easily obtain from
general results the computable constrained approximate controllability
criteria. Finally, simple numerical examples that illustrate the general
theory will be presented. In these examples, computable necessary and
sufficient conditions for constrained approximate boundary controlla-
bility of linear distributed parameter dynamical system described by
partial differential equation of parabolic type with Dirichlet and Neu-
mann boundary conditions are presented.

II. PRELIMINARIES

Let X be Hilbert space andU = RM . We consider abstract linear
continuous-time system defined onX and described by the following
differential equation:

x
0(t) = Ax(t) +Bu(t) (2.1)

whereA: X � D(A) ! X is a generator of a strongly continuous
semigroup of bounded linear operatorsS(t): X ! X, for t > 0.

The linear control operatorB = [b1; b2; � � � ; bm; � � � ; bM ] where
bm 2 X�1, form = 1; 2; � � � ; M is bounded fromRM intoX�1.

Here,X�1 is the completion ofX with respect to the normkxk�1 =
k(sI � A)�1xkx for somes 2 �(A), where�(A) is a resolvent set
for the operatorA. The operatorA extends to a generator of a strongly
continuous semigroupS(t) on X�1. Furthermore,X � X�1 with
continuous and dense embedding, and(sI �A)�1 is an isomorphism
between the spacesX�1 andX. Notice that the above equality defines
equivalent norms for differents 2 �(A) and soX�1 is independent of
s. Also, we have the scalar product onX�1 given by [19]:

hf; gi:X = h(sI � A)�1
f; (sI � A)�1

giD(A);

for f; g 2 X�1

and it satisfies the identities

hf; giX = hf; (sI � A)�1
giX = h(sI � A)�1

f; giX :

Observe that the operatorB does not have its range inX, and, more-
over, we do not even assume admissibility of the operatorB [13], [14].
It should be pointed out that the majority of linear distributed parameter
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