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Summary
The prescribed-time output-feedback stabilization (ie, regulation of the state
and control input to zero within a “prescribed” time picked by the control
designer irrespective of the initial state) of a general class of uncertain nonlin-
ear strict-feedback-like systems is considered. Unlike prior results, the class of
systems considered in this article allows crossproducts of unknown parameters
(without any required magnitude bounds on unknown parameters) and unmea-
sured state variables in uncertain state-dependent nonlinear functions through-
out the system dynamics. We show that prescribed-time output-feedback sta-
bilization (ie, both prescribed-time state estimation and prescribed-time regu-
lation) is achieved through a novel output-feedback control design involving
specially designed dynamics of an adaptation state variable and a high-gain
scaling parameter in combination with a temporal transformation and a dual
high-gain scaling based observer and controller design. While standard dynamic
adaptation techniques cannot be applied due to crossproducts of unknown
parameters and unmeasured states, we show that instead, the dynamics of the
high-gain scaling parameter and adaptation parameter can be designed with
temporal forcing terms to ensure that unknown parameters in system dynamics
are dominated by a particular fractional power of the high-gain scaling parame-
ter and the adaptation parameter after a subinterval (of unknown length) of the
prescribed time interval. We show that the control law can be designed such that
the system state and input are regulated to zero in the remaining subinterval of
the prescribed time interval.
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1 INTRODUCTION

Unlike asymptotic stabilization (ie, as time goes to ∞) which is typically addressed in most control design approaches,2-5

“finite-time” stabilization6-17 addresses control designs to achieve desired properties (eg, convergence to origin) within
a finite time interval. Fast finite-time stabilization has been addressed in References 15,18-20 focusing on high-order
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uncertain nonlinear systems that can feature various fractional powers of state variables in the system dynamics and
including appended dynamics with unmeasured state in References 19,20. In addition, methods to adjust the finite con-
vergent time by appropriately picking parameters in the designed controllers are developed in References 15,18-20 to
attain fast convergence (as a function of the initial conditions). “Fixed-time” stabilization13,21-25 further requires that this
finite terminal time should be bounded by a constant independent of the initial conditions. Further requiring that this
fixed terminal time should be possible to be arbitrarily picked (ie, prescribed) by the designer yields the stronger notion of
“prescribed-time” stabilization,26-35 that is, prescribed-time stabilization requires that the convergence not just be over a
finite time interval, but that the length of the time interval be a parameter that can be arbitrarily prescribed by the control
designer independent of initial condition and system dynamics. This prescribed-time stabilization notion can be viewed
in the physical context of controls applications such as autonomous vehicle rendezvous, missile guidance, and so on,
wherein the state convergence control objective is inherently formulated over a time horizon of predefined length. Math-
ematically, the attaining of prescribed-time stabilization independent of initial conditions is fundamentally through the
use of control gains that go to infinity as the time t approaches the prescribed terminal time T, while however ensuring
that the state and control input remain bounded (and, in fact, typically not just remain bounded but actually converge to
zero). The use of control gains that grow unbounded as t →T can be traced back to early work on optimal control over
time intervals36 and time base generators.37

Prescribed-time stabilization of a chain of integrators with uncertainties matched with the control input (ie, normal
form) was addressed in References 26,27,33 based on scaling the system state by a function of time that goes to infinity
as t →T and designing a controller to stabilize the system written in terms of the scaled state. A prescribed-time sta-
bilizing controller was developed in Reference 38 for a more general class of strict-feedback-like systems based on our
dual dynamic high-gain scaling based observer-controller design techniques39-44 and introducing a set of modifications to
address the prescribed-time instead of asymptotic stabilization objective in combination with a time scale transformation
and a scaling parameter dynamics including time-dependent forcing terms. The state-feedback design in Reference 38 was
extended to the output-feedback case in Reference 45. In this article, we consider a more general class of uncertain non-
linear strict-feedback-like systems1in which uncertain functions throughout the system dynamics involve combinations
of unknown parameters (without requiring magnitude bounds on unknown parameters) and unmeasured state variables:

ẋi = 𝜙i(x,u, t) + 𝜙(i,i+1)(x1)xi+1 , i = 1, … ,n − 1,
ẋn = 𝜙n(x,u, t) + 𝜇0(x1)u,

y = x1, (1)

where x = [x1, … , xn]T ∈ n is the state, u ∈  the input, and y ∈  the output2. 𝜙(i,i+1), i = 1, … ,n − 1, and 𝜇0, are
known scalar real-valued continuous functions of their arguments. 𝜙i, i = 1, … ,n, are scalar real-valued uncertain func-
tions. As seen in Assumption 2 in Section 2, the functions 𝜙i that are allowed to involve parametric uncertainties (without
any known magnitude bounds) coupled with unmeasured state variables and output. It is shown that while the general
lines of the observer and controller designs from Reference 45 can be applied to the class of systems considered here,
the presence of unknown parameters and their coupling with unmeasured states necessitate several crucial changes in
the control design and stability analysis. Specifically, as discussed further in Remark 5, standard approaches to designing
dynamics of adaptation parameters using augmented Lyapunov functions cannot be directly applied since the coupling
between unknown parameters and unmeasured states would result in requiring that the dynamics of the adaptation
parameters need to depend on the unmeasured states. While such crossproducts were addressed in Reference 46 in the
context of asymptotic stabilization, the approach there relies upon analysis of asymptotic properties of the adaptation
state variables and does not directly extend to the prescribed-time context. Instead, the approach proposed in this arti-
cle is to consider the prescribed stabilization time interval as comprised of two subintervals (of unknown lengths) and to
design the dynamic output-feedback controller based on the following strategy:

• Design the dynamics of the high-gain scaling parameter and the adaptation parameter with temporal forcing terms
so as to ensure that the unknown parameters in the system dynamics are dominated by either a particular fractional
power of the high-gain scaling parameter or the adaptation parameter after a subinterval (of unknown length) of the
prescribed stabilization time interval.

1Throughout, a dot above a symbol denotes the derivative with respect to the time t as is the standard notation, for example, ẋ1 = dx1
dt

.
2, +, and k denote the set of real numbers, the set of nonnegative real numbers, and the set of real k-dimensional column vectors, respectively.
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• Design the control law such that the system state and input are regulated to 0 in the remaining subinterval of the
prescribed stabilization time interval.

To accomplish the above strategy, two additional controller state variables (�̂�1 and �̂�2) are introduced as adaptation
parameters, the dynamics of both of which will involve temporal forcing terms. In addition, it will be seen that the
dynamics of the high-gain scaling parameter (r) need to be of a significantly different form than Reference 45 and involve
quadratic and fractional powers of the scaling parameter. As discussed above, the dynamics of the adaptation and scal-
ing parameters will be constructed so as to be able to dominate the uncertain parameters in the system dynamics quickly
enough (within a subinterval of the prescribed stabilization time interval) while still retaining closed-loop system stability
and to enable exponential convergence of the system state and input within the remaining subinterval of the prescribed
time interval. As in Reference 45, the control design utilizes a time scale transformation 𝜏 = a(t) that maps the finite time
interval [0, T) in terms of the original time variable t to the infinite time interval [0,∞) in terms of the new time variable 𝜏.
Thereby, by designing the controller to achieve the desired convergence properties as 𝜏 → ∞, the desired properties are
effectively achieved as t →T, that is, in the specified prescribed time.

The control objective and assumptions on the system (1) considered are provided in Section 2. The observer and
controller designs are presented in Section 3. The main result of the article and its proof are provided in Section 4. The
application of the proposed control design to an example third-order system is presented in Section 5. Concluding remarks
are summarized in Section 6.

2 CONTROL OBJECTIVE AND ASSUMPTIONS

Control objective: With T > 0 being a given constant (that can be picked arbitrarily by the control designer), the control
objective is to design a dynamic output-feedback control law for u so that, starting from any initial condition for x, we
have x(t)→ 0 and u(t)→ 0 as t →T.

The assumptions imposed on the system (1) are summarized below.

Assumption 1. (Lower boundedness away from zero of “upper diagonal” terms 𝜙(i,i+1) and 𝜇0): A constant 𝜎 > 0 is known
such that3 |𝜙(i,i+1)(x1)| ≥ 𝜎, 1 ≤ i ≤ n − 1, and |𝜇0(x1)| ≥ 𝜎 for all x1 ∈ . Since𝜙(i,i+1) and𝜇0 are assumed to be continuous
functions, this assumption can, without loss of generality, be stated as 𝜙(i,i+1)(x1) ≥ 𝜎, 1 ≤ i ≤ n − 1, and 𝜇0(x1) ≥ 𝜎 with
a constant 𝜎 > 0.

Assumption 2. (Bounds on uncertain functions 𝜙i): The functions 𝜙i, i = 1, … ,n, can be bounded as

|𝜙i(x,u, t)| ≤ 𝜃Γ(x1)
i∑

j=1
𝜙(i,j)(x1)|xj| (2)

for all x ∈ n where Γ(x1) and 𝜙(i,j)(x1), i = 1, … ,n, j = 1, … , i, are known continuous nonnegative functions and 𝜃 ≥ 0
is an unknown constant.

Assumption 3. (Bidirectional cascading dominance of “upper diagonal” terms 𝜙(i,i+1), i = 2, … ,n,): Positive constants
𝜌i, i = 3, … ,n − 1, and 𝜌

i
, i = 3, … ,n − 1 are known such that ∀x1 ∈ 

𝜙(i,i+1)(x1) ≥ 𝜌i𝜙(i−1,i)(x1), i = 3, … ,n − 1, (3)

𝜙(i,i+1)(x1) ≤ 𝜌
i
𝜙(i−1,i)(x1), i = 3, … ,n − 1. (4)

Remark 1. The structure of the assumptions above is similar to Reference 45 except for the additional term 𝜃, which is
an unknown parameter (without any requirement of known magnitude bounds). It is to be noted that the structure of
the bounds on uncertain functions 𝜙i in Assumption 2 allows crossproducts of unknown parameters and unmeasured
state variables, which is the primary crucial challenge from an adaptive control viewpoint; the challenge is further
amplified in the current context since we seek prescribed-time stabilization rather than just asymptotic stabilization.

3Given a vector a, the notation |a| denotes its Euclidean norm. If a is a scalar, |a| denotes its absolute value.
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Apart from the uncertain parameter 𝜃, the introduced assumptions are also analogous to the assumptions introduced
for the dual dynamic high-gain based output-feedback control design in Reference 39, which addressed asymptotic sta-
bilization. Assumption 1 ensures observability, controllability, and uniform relative degree (of x1 with respect to u).
Assumption 2 imposes bounds on uncertain terms in the system dynamics and essentially requires uncertain terms to
be bounded linearly in unmeasured state variables with a triangular state dependence structure in the known bounds
along with an uncertain parameter 𝜃 without requiring any known bounds on the uncertain parameter. While the
bounds in Assumption 2 can feature multiple separate uncertain parameters 𝜃i, a single parameter 𝜃 is considered here
for simplicity and brevity. While the upper bound in Assumption 2 could be replaced with a “lumped” upper bound|𝜙i(x,u, t)| ≤ 𝜃Γ(x1)

∑i
j=1 |xj| with a suitably redefined Γ(x1), the structure in Assumption 2 allows specification of more

precise and tighter bounds while a lumped upper bound would be the conservative “worst-case” bound. In addition, while
Γ(x1) could be built into the 𝜙(i,j)(x1) functions in Assumption 2 instead of appearing separately, Γ(x1) is explicitly written
as a separate term to allow factoring out of any common terms in the 𝜙(i,j)(x1) functions given a particular example and
therefore enable writing the 𝜙(i,j)(x1) functions more compactly. Assumption 3 imposes constraints on the relative “sizes”
(in a nonlinear function sense) of the upper diagonal terms 𝜙(i,i+1) and is vital in achieving solvability of a pair of coupled
Lyapunov inequalities (Section 3.6). The functions 𝜙(i,i+1) are referred to as “upper diagonal” terms since if the dynamics
(1) were to be written in the form ẋ = A(x1)x + B(x1)u + 𝜙(x) with 𝜙 = [𝜙1, … , 𝜙n]T , the functions 𝜙(i,i+1) would appear
on the upper diagonal of the matrix A(x1).

3 CONTROL DESIGN

3.1 Observer design

Since state variables x2, … , xn are not measured, we wish to design an observer to estimate these unmeasured states. In
particular, we wish to design a reduced-order observer (instead of a reduced-order observer, a full-order observer can be
designed instead as discussed in Remark 2). Denote the states of the reduced-order observer by x̂ = [x̂2, … , x̂n]T . Since
this is a reduced-order observer, the estimate for each xi is to be constructed as a combination of x̂i and a function of
x1. In particular, the typical structure in the dynamic scaling-based observer design39 constructs the estimate for xi as
the combination x̂i + ri−1fi(x1) where f i(x1) are functions of x1 that will be defined below and r is the dynamic high-gain
scaling parameter whose dynamics will be designed later (Section 3.9). The dynamics chosen for r will ensure that r(t)≥ 1
for all time t ≥ 0. From this structure of the estimate of xi, it follows that the observer errors are defined as

ei = x̂i + ri−1fi(x1) − xi , i = 2, … ,n. (5)

Per the dynamic scaling-based approach,39 the scaled observer errors are defined as

𝜖i =
ei

ri−1 , i = 2, … ,n ; 𝜖 = [𝜖2, … , 𝜖n]T , (6)

that is, scaling of e2, … , en by successive powers of r. By this definition of the scaled observer errors, it is seen that
the derivative of 𝜖i will include a term given by −(i − 1) ṙ

r
𝜖i. In addition, since ẋi includes a term given by 𝜙(i,i+1)(x1)xi+1

as seen in the system dynamics (1), it can be expected that with an appropriate design of the dynamics of x̂i, we will
have a term 𝜙(i,i+1)(x1)ei+1 in ėi and hence a term r𝜙(i,i+1)(x1)𝜖i+1 in �̇�i since ei+1 = ri𝜖i+1 from (6). Therefore, it can be
expected that with an appropriate design of the dynamics of x̂i, we should be able to obtain the dynamics of 𝜖 to be of the
structure

�̇� = rAo𝜖 −
ṙ
r

D𝜖 + Φ (7)

where

• Ao is a (n− 1)× (n− 1) matrix with (i, j)th entry Ao(i,1) (x1) = −gi+1(x1) for i= 1, … , n− 1, and Aoi,i+1(x1) = 𝜙(i+1,i+2)(x1)
for i= 1, … , n− 2.
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• D is defined as 4

D = diag(1, 2, … ,n − 1). (8)

Note that D is a positive-definite matrix.
• Φ involves the uncertain functions 𝜙1, … , 𝜙n.

It is now straightforward to evaluate what the appropriate design of the dynamics of x̂i should be to attain the structure
of the dynamics of 𝜖 shown above. By simply substituting the form of ei from (5) and the form of 𝜖i from (6), it can be seen
that x̂i should therefore be of the form

̇̂xi = 𝜙(i,i+1)(x1)[x̂i+1 + rifi+1(x1)] − (i − 1)ṙri−2fi(x1) − ri−1gi(x1)[x̂2 + rf2(x1)] , i = 2, … ,n − 1,
̇̂xn = 𝜇0(x1)u − (n − 1)ṙrn−2fn(x1) − rn−1gn(x1)[x̂2 + rf2(x1)], (9)

where gi(x1) is defined as 𝜙(1,2)(x1)
𝜕fi(x1)
𝜕x1

, or equivalently

fi(x1) = ∫
x1

0

gi(𝜋)
𝜙(1,2)(𝜋)

d𝜋, i = 2, … ,n. (10)

The functions gi(x1) will be designed based on a pair of coupled Lyapunov inequalities in Section 3.6. With the observer
dynamics in (9), it can be seen by expanding the terms appearing in (7) that the term Φ involving uncertain functions
𝜙1, … , 𝜙n is given by

Φ = [Φ2, … ,Φn]T ,

Φi = −𝜙i(x,u, t)
ri−1 + gi(x1)

𝜙1(x1)
𝜙(1,2)

, i = 2, … ,n. (11)

Remark 2. The observer structure given in Section 3.1 is a reduced-order observer with state variables [x̂2, … , x̂n]T .
Instead of a reduced-order observer, a full-order observer can also be used instead as in Reference 46.
For this purpose, to obtain an equivalent form of the dynamics as in (7), a full-order observer can be
written as

̇̂x1 = 𝜙(1,2)(x1)x̂2 −
ṙ
r
(x̂1 − x1) − rg1(x1)[x̂1 − x1],

̇̂xi = 𝜙(i,i+1)(x1)x̂i+1 − rigi(x1)[x̂1 − x1] , i = 2, … ,n − 1,
̇̂xn = 𝜇0(x1)u − rngn(x1)[x̂1 − x1], (12)

the observer errors can be defined as ei = x̂i − xi, i = 1, … ,n, and the scaled observer errors can be defined as
𝜖i =

ei
ri−1 , i = 1, … ,n. The additional term involving ṙ

r
in ̇̂x1 in (12) is introduced to generate that the resulting D matrix

in the scaled error dynamics (7) has a positive element in its (1, 1) location and is thereby retained as a positive-definite
matrix. The prescribed-time control design procedure in this article can be applied with either the reduced-order observer
(9) or the full-order observer (12). While the structure of the full-order observer in (12) is somewhat simpler algebraically
than the reduced-order observer in (9), parts of the control design and stability analysis are somewhat simpler with a
reduced-order observer since we have one less state variable in the reduced-order observer. In this article, we utilize a
reduced-order observer.

4The notation diag(T1, … , Tm) denotes an m×m diagonal matrix with diagonal elements T1, … , Tm. In addition, lowerdiag(T1, … , Tm− 1) and
upperdiag(T1, … , Tm− 1) denote the m×m matrices with the lower diagonal entries (ie, (i+ 1, i)th entries, i= 1, … , m− 1) and upper diagonal entries
(ie, (i, i+ 1)th entries, i= 1, … , m− 1), respectively, being T1, … , Tm− 1 and zeros elsewhere. Im denotes the m×m identity matrix.
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3.2 Dynamics of scaled observer estimate signals

Define 𝜂2, … , 𝜂n as

𝜂2 =
x̂2 + rf2(x1) + 𝜁(x1, �̂�)

r
, (13)

𝜂i =
x̂i + ri−1fi(x1)

ri−1 , i = 3, … ,n, (14)

where the function 𝜁 is defined to be of the form

𝜁(x1, �̂�) = �̂�x1𝜁1(x1) (15)

with �̂� being a dynamic adaptation parameter (whose dynamics will be designed below) and 𝜁1 being a function that will
be designed below. The dynamics designed for �̂� will ensure that �̂�(t) ≥ 1 for all t ≥ 0.

3.3 Design of control input u and dynamics of scaled states

The control input u is designed as

u = − rn

𝜇0(x1)
Kc𝜂 (16)

with5 Kc = [k2, … , kn] where k2, … , kn, are functions of x1. Under the control law (16), the dynamics of 𝜂 = [𝜂2, … , 𝜂n]T

can be written as

�̇� = rAc𝜂 −
ṙ
r

D𝜂 + Φ − rG𝜖2 + H[𝜂2 − 𝜖2] + Ξ (17)

where Ac is the (n− 1)× (n− 1) matrix with (i, j)th element Ac(i,i+1) (x1) = 𝜙(i+1,i+2)(x1) for i= 1, … , n− 2, and Ac(n−1,j) (x1) =
−kj+1(x1) for j= 1, … , n− 1, with zeros elsewhere. The matrix D is as defined in (8). In addition,

G = [g2, … , gn]T ; Φ = 𝜙1

𝜙(1,2)
G, (18)

H = [�̂�[𝜁 ′1(x1)x1 + 𝜁1]𝜙(1,2), 0, … , 0]T , (19)

Ξ = [
(𝜙1 − 𝜁𝜙(1,2))�̂�[𝜁 ′1(x1)x1 + 𝜁1] + ̇̂

𝜃x1𝜁1(x1)
r

, 0, … , 0]T , (20)

where 𝜁 ′1(x1) denotes the partial derivative of 𝜁1 with respect to its argument evaluated at x1.

Remark 3. The observer and controller structures in Sections 3.1 and 3.3 are based on the dual dynamic high-gain scal-
ing based design methodology.39 This underlying design methodology which was developed in the context of asymptotic
stabilization in Reference 39 is based on viewing the observer error dynamics and control design problem using matrix
structures (eg, Equations (7), (16), (17)) and designing observer and controller gains using pairs of coupled Lyapunov
inequalities (Section 3.6). After designing the observer and controller gains, the remaining design freedoms (dynamics
of r and �̂�, function 𝜁1) are designed based on a Lyapunov analysis as discussed in Sections 3.7 to 3.9. The control design
and analysis utilize the time scale transformation 𝜏 = a(t) defined in Section 3.4 that maps the finite time interval [0, T)
in terms of t to the infinite time interval [0,∞) in terms of 𝜏 so that achieving the desired convergence properties asymp-
totically as 𝜏 → ∞ effectively achieves the desired properties as t approaches the finite prescribed time T. Aspects of the
proposed design procedure (eg, time scale transformation 𝜏 = a(t), decomposition of the prescribed time interval into a
first phase in which the uncertain parameters in the system dynamics are dominated by some appropriate controller state

5For notational convenience, we drop the arguments of functions whenever no confusion will result.
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variables in an initial subinterval of the prescribed time and a second phase in which the system state and input are reg-
ulated to 0 in the remaining part of the prescribed time interval) can be applied to other control design methodologies
such as backstepping as well to address different classes of systems. The dual dynamic high-based scaling based control
design methodology is used in this article for a few crucial reasons. First, while an application of the time scale transfor-
mation 𝜏 = a(t) to a backstepping design for system class (1) would need to deal with repeated derivatives of 𝛼(𝜏) that
would appear over multiple steps of backstepping leading to significant algebraic complexity, the one-step matrix-based
controller design (16) based on coupled Lyapunov inequalities (Section 3.6) does not involve repeated differentiation of
𝛼(𝜏). Second, the considered upper bounds on the uncertain functions 𝜙i in Assumption 2, which include crossproducts
between uncertain parameters 𝜃 and unmeasured state variables x2, … , xn without requiring any a priori known upper
bounds on the uncertain parameters, cannot be handled in a typical backstepping-based control design since the usual
approach for introducing adaptations to handle uncertain parameters does not work when the uncertain parameters are
multiplied with unmeasured state variables. In addition, the appearance of x2, … , xn in the upper bounds are not eas-
ily handled in an output-feedback backstepping based design since while backstepping can efficiently assign gains to the
output, the gains to other states cannot be assigned arbitrarily since states farther from the output appear in increasingly
complicated combinations in the recursive design procedure and generated Lyapunov function. Such terms can however
be directly handled in the dual dynamic high-gain scaling based control design approach by writing these upper bounds
in terms of matrix structures (Section 3.7) and designing the dynamics of the high-gain scaling parameter r appropriately
to handle these terms (Section 3.9).

3.4 Temporal scale transformation

As discussed in Remark 3, the control design and analysis are performed using a time scale transformation 𝜏 = a(t) which
maps the finite time interval [0, T) in terms of the original time variable t to the infinite time interval [0,∞) in terms
of the new time variable 𝜏. By designing the controller to achieve the desired convergence properties as 𝜏 → ∞, these
properties are effectively achieved as t →T (ie, prescribed-time stabilization) since 𝜏 → ∞ is equivalent to t →T with the
transformation 𝜏 = a(t). The choice of the function a(⋅) for this purpose is discussed below.

Let a(⋅) be a twice continuously differentiable monotonically increasing function over [0, T) satisfying the following
conditions (see Remark 4 below):

• a(0)= 0, limt→Ta(t) = ∞
• da

dt
is bounded below by a positive constant over [0, T), that is, da

dt
≥ a0 > 0 for t ∈ [0, T) with a0 being a constant

• Denoting the transformation 𝜏 = a(t) and writing a′(t)def= da
dt

as a function of 𝜏 as 𝛼(𝜏) = da
dt

, 𝛼(𝜏) grows at most poly-
nomially as 𝜏 → ∞, that is, a polynomial 𝛼(𝜏) exists such that 𝛼(𝜏) ≤ 𝛼(𝜏) for all 𝜏 ∈ [0,∞). In addition, d𝛼

d𝜏
grows at

most polynomially as 𝜏 → ∞.

With 𝜏 defined as the transformation 𝜏 = a(t), we see that when t goes from 0 to T, 𝜏 goes from 0 to ∞. Now,

d𝜏 = a′(t)dt (21)

where a′(t) denotes da
dt

. With the transformation 𝜏 = a(t), let 𝛼(𝜏) = a′(t). The transformation above is a time scale trans-
formation wherein the interval [0, T) in terms of the time variable t corresponds to the interval [0,∞) in terms of the time
variable 𝜏. To denote a signal x(t) as a function of transformed time variable 𝜏, we use the notation x̆(𝜏), that is, x(t) = x̆(𝜏)
since both x(t) and x̆(𝜏) refer to the value of the same signal at the same physical time point represented as t in the original
time axis and 𝜏 in the transformed time axis. The conditions on the function a : [0, T)→ [0,∞) introduced above imply
that this function is invertible. Denoting the inverse function by a−1, we have, by definition,

x(t) = x(a−1(𝜏)) = x̆(𝜏) = x̆(a(t)). (22)

Remark 4. As noted in References 38,45, there are many (in fact, infinite number of) functions that satisfy the conditions
defined for function a above. For example, we can pick a to be one of the following functions with a0 being a positive
constant:
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a(t) = a0t
1 − t

T

, (23)

a(t) = a0t√
1 − ( t

T
)2
, (24)

a(t) = a0T tan(1)
⎛⎜⎜⎜⎝

sin(1)

sin
(

1 − t
T

) − 1
⎞⎟⎟⎟⎠ . (25)

For a(t) given in (23), we have:

a′(t) = a0

(1 − t
T
)2

; 𝛼(𝜏) = a0

(
𝜏

a0T
+ 1

)2

. (26)

For a(t) given in (24), we have:

a′(t) = a0

(1 − ( t
T
)2)

3
2

; 𝛼(𝜏) = a0

(
𝜏

a0T
+ 1

) 3
2

. (27)

For a(t) given in (25), we have:

a′(t) = a0 sin(1) tan(1)

sin2
(

1 − t
T

) cos
(

1 − t
T

)
; 𝛼(𝜏) = (𝜏 + a0T sin(1) tan(1))2

a0 sin(1) tan(1)T2

√
1 −

(
a0T sin(1) tan(1)

𝜏 + a0T sin(1) tan(1)

)2

. (28)

⬦

3.5 Lyapunov functions

Define

Vo = r𝜖TPo𝜖 ; Vc =
1
2

x2
1 + r𝜂TPc𝜂 ; V = cVo + Vc, (29)

where Po and Pc are symmetric positive definite matrices to be defined later and c is a positive constant to be picked later.
Using (7), (17), and (29), and noting that the temporal scale transformation defined above yields dt = d𝜏

𝛼(𝜏)
, we have

dV
d𝜏

= 1
𝛼(𝜏)

{cr2𝜖T[PoAo + AT
o Po]𝜖 + 2rc𝜖TPoΦ

+ x1[𝜙1 + (r𝜂2 − 𝜁 − r𝜖2)𝜙(1,2)] + r2𝜂T[PcAc + AT
c Pc]𝜂

+ 2r𝜂TPc(Φ − rG𝜖2 + H[𝜂2 − 𝜖2] + Ξ)}

− dr
d𝜏

{c𝜖T[PoD̃ + D̃Po]𝜖 + 𝜂T[PcD̃ + D̃Pc]𝜂}, (30)

where D̃ = D − 1
2

I with I denoting an identity matrix of dimension (n− 1)× (n− 1).

3.6 Coupled Lyapunov inequalities

Assumption 3 is the cascading dominance condition introduced in Reference 39 wherein the condition in (3) is
the “controller-context” cascading dominance condition and the condition in (4) is the “observer-context” cascading
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dominance condition. These cascading dominance conditions were shown in References 39,47,48 to be closely related to
solvability of pairs of coupled Lyapunov inequalities that appear in the high-gain based control design. Specifically, the
following lemmas follow from the construction for solution of coupled Lyapunov inequalities in References 39,47,48.

Lemma 1. Under Assumption 1 and the condition (3) in Assumption 3, a symmetric positive definite matrix Pc and a
function Kc(x1)= [k2(x1), … , kn(x1)] (whose elements appear in the definition of the matrix Ac) can be constructed such that
the following coupled Lyapunov inequalities are satisfied (for all x1 ∈ ) with some positive constants 𝜈c, 𝜈

_c
, and 𝜈c:

PcAc + AT
c Pc ≤ −𝜈c𝜙(2,3)I
𝜈
_c

I ≤ PcD̃ + D̃Pc ≤ 𝜈cI. (31)

Proof. This lemma follows directly from theorem A2 in Reference 39. The matrix Ac can be viewed as a special case of
the matrix Ã in theorem A2 in Reference 39 with nonzero entries only on the upper diagonal and the last row. In addition,
the matrix D̃ is a special case of the diagonal matrix D̃ in theorem A2 in Reference 39 with positive constant entries on its
diagonal instead of the more general case of state-dependent entries in theorem A2 in Reference 39. ▪

Lemma 2. Under Assumption 1 and condition (4) in A3, a symmetric positive-definite matrix Po and a function
G(x1)= [g2(x1), … , gn(x1)] (whose elements appear in the definition of the matrix Ao) can be constructed such that the
following coupled Lyapunov inequalities are satisfied (for all x1 ∈ ) with some positive constants 𝜈o, �̃�o, 𝜈

_o
, and 𝜈o:

PoAo + AT
o Po ≤ −𝜈oI − �̃�o𝜙(2,3)CTC
𝜈
_o

I ≤ PoD̃ + D̃Po ≤ 𝜈oI, (32)

where C = [1, 0, … , 0]. Furthermore, g2, … , gn can be chosen to be linear constant-coefficient combinations of
𝜙(2,3), … , 𝜙(n−1,n), and a positive constant G can be found such that the following inequality is satisfied:

( n∑
i=2

g2
i

) 1
2

≤ G𝜙(2,3). (33)

Proof. The existence of a symmetric positive-definite matrix Po and functions g2, … , gn follows directly from theorem
A1 in Reference 39. Similar to Lemma 1, the matrix Ao can be viewed as a special case of the matrix A in theorem A1
in Reference 39 with nonzero entries only on the upper diagonal and the first column and the matrix D̃ can be viewed
as a special case of the diagonal matrix D in theorem A1 in Reference 39 with positive constant entries on its diagonal
instead of state-dependent entries. In addition, from theorem A1 in Reference 39, it is seen that g2, … , gn can be cho-
sen to be linear constant-coefficient combinations of 𝜙(2,3), … , 𝜙(n−1,n). From Assumption 3 (cascading dominance of
upper diagonal terms𝜙(i,i+1)), we have the inequalities𝜙(i,i+1)(x1) ≤ 𝜌

_ i
𝜙(i−1,i)(x1), i = 3, … ,n − 1, which imply𝜙(i,i+1)(x1) ≤

(
∏i

j=3 𝜌
_ j
)𝜙(2,3)(x1), i = 3, … ,n − 1. Hence, all the functions 𝜙(i,i+1) can be upper bounded, up to a multiplicative constant,

by 𝜙(2,3) therefore implying that a positive constant G exists such that (33) is satisfied. ▪

The symmetric positive-definite matrices Po and Pc and the functions g2, … , gn, and k2, … , kn, are picked in
accordance with Lemmas 1 and 2. Using (31) and (32), (30) reduces to

dV
d𝜏

= 1
𝛼(𝜏)

{−cr2𝜈o|𝜖|2 − cr2�̃�o𝜙(2,3)𝜖
2
2 − r2𝜈c𝜙(2,3)|𝜂|2

+ 2rc𝜖TPoΦ + x1[𝜙1 + (r𝜂2 − 𝜁 − r𝜖2)𝜙(1,2)]
+ 2r𝜂TPc(Φ − rG𝜖2 + H[𝜂2 − 𝜖2] + Ξ)}

− c dr
d𝜏

𝜈
_o
|𝜖|2 − dr

d𝜏
𝜈
_c
|𝜂|2. (34)
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3.7 Inequality bounds on terms appearing in dV
d𝝉

Using Assumption 2, (15), and (33), we obtain

|Φ| ≤ 𝜃
Γ(x1)|x1|

r
[|�̃�1| + |�̂�𝜁1(x1)||�̃�2|] + 𝜃Γ(x1)||Ã(x1)||(|𝜂| + |𝜖|)

+ 𝜃Γ(x1)|x1|𝜙(1,1)(x1)
𝜙(1,2)(x1)

G𝜙(2,3)(x1), (35)

where �̃�1 = [𝜙(2,1), 𝜙(3,1), … , 𝜙(n,1)]T , �̃�2 = [𝜙(2,2), 𝜙(3,2), … , 𝜙(n,2)]T , ||. || denotes the Frobenius norm of a matrix, and
Ã denotes the (n− 1)× (n− 1) matrix with (i, j)th element 𝜙(i+1,j+1) at locations on and below the diagonal and zeros
everywhere else. Note that |�̃�1| = √∑n

i=2 𝜙
2
(i,1)(x1) and |�̃�2| = √∑n

i=2 𝜙
2
(i,2)(x1).

Therefore, the term 2rc𝜖TPoΦ can be upper bounded as6

2rc𝜖TPoΦ ≤ 𝜁0𝜙(1,2)x2
1 + 3rc𝜆max (Po)𝜃Γ||Ã||(|𝜂|2 + |𝜖|2)

+
c2𝜆2

max (Po)|𝜖|2
𝜁0𝜙(1,2)

𝜃2Γ2[|�̃�1| + |�̂�𝜁1||�̃�2|]2

+ 4c𝜆2
max (Po)𝜃2Γ2x2

1

𝜙2
(1,1)

𝜙2
(1,2)

G
2
𝜙2
(2,3) +

c
4

r2𝜈o|𝜖|2, (36)

where 𝜁0 > 0 is any constant. Using Assumptions 1 to 3 and property r ≥ 1, the other uncertain terms appearing in (30)
can also be upper bounded as

x1𝜙1 ≤ x2
1𝜃Γ(x1)𝜙(1,1)(x1), (37)

x1r(𝜂2 − 𝜖2)𝜙(1,2) ≤ 𝜈c

4
r2𝜙(2,3)|𝜂|2 + 1

𝜈c
x2

1

𝜙2
(1,2)

𝜙(2,3)
+ cr2 �̃�o

4
𝜙(2,3)𝜖

2
2 +

1
c�̃�o

x2
1

𝜙2
(1,2)

𝜙(2,3)
, (38)

2r𝜂TPcΦ ≤ 4
𝜈c
𝜆2

max (Pc)G
2 𝜙(2,3)

𝜙2
(1,2)

𝜃2Γ2𝜙2
(1,1)x

2
1 +

𝜈c

4
r2𝜙(2,3)|𝜂|2, (39)

−2r2𝜂TPcG𝜖2 ≤ 8
𝜈c
𝜙(2,3)r2𝜆2

max (Pc)G
2
𝜖2

2 + r2 𝜈c

8
𝜙(2,3)|𝜂|2, (40)

2r𝜂TPcH(𝜂2 − 𝜖2) ≤ 3r𝜆max (Pc)�̂�𝜙(1,2)|𝜁 ′1x1 + 𝜁1|[|𝜂|2 + |𝜖|2], (41)

2r𝜂TPcΞ ≤ 2
𝜁0𝜙(1,2)

𝜆2
max (Pc)|𝜂|2 [ ̇̂𝜃2

𝜁2
1 + (𝜃Γ𝜙(1,1) + |𝜁1|�̂�𝜙(1,2))2(𝜁 ′1x1 + 𝜁1)2�̂�

2] + 𝜁0𝜙(1,2)x2
1 . (42)

Picking c ≥ 32𝜆2
max (Pc)G

2

3�̃�o𝜈c
, the inequality (40) reduces to

−2r2𝜂TPcG𝜖2 ≤ r2 𝜈c

8
𝜙(2,3)|𝜂|2 + 3

4
c�̃�o𝜙(2,3)r2𝜖2

2 . (43)

3.8 Lyapunov analysis

Using (31), (32), and the inequalities in (36) to (43), (34) yields

dV
d𝜏

≤ 1
𝛼(𝜏)

{−x2
1 �̂�𝜁1𝜙(1,2) −

3
4
𝜈ocr2|𝜖|2 − 3

8
𝜈c𝜙(2,3)r2|𝜂|2

+ q1(x1)𝜙(1,2)x2
1 + 𝜃∗q2(x1)𝜙(1,2)x2

1 + r[w1(x1, �̂�,
̇̂
𝜃) + 𝜃∗w2(x1, �̂�)]𝜙(1,2)[|𝜂|2 + |𝜖|2]}

− c𝜈
_o

dr
d𝜏

|𝜖|2 − 𝜈
_c

dr
d𝜏

|𝜂|2, (44)

6Given a symmetric positive-definite matrix P, 𝜆max (P) and 𝜆min (P) denote its maximum and minimum eigenvalues, respectively.
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where 𝜃∗ = 1 + 𝜃 + 𝜃2 and the functions q1(x1), q2(x1), w1(x1, �̂�,
̇̂
𝜃), and w2(x1, �̂�) are as given in (45) to (48) below:

q1(x1) = 2𝜁0 +
1
𝜈c

𝜙(1,2)(x1)
𝜙(2,3)(x1)

+ 1
c�̃�o

𝜙(1,2)(x1)
𝜙(2,3)(x1)

, (45)

q2(x1) = Γ(x1)
𝜙(1,1)(x1)
𝜙(1,2)(x1)

+ 4c𝜆2
max (Po)Γ2(x1)

𝜙2
(1,1)(x1)

𝜙3
(1,2)(x1)

G
2
𝜙2
(2,3)(x1) +

4
𝜈c
𝜆2

max (Pc)G
2 𝜙2,3(x1)
𝜙3
(1,2)(x1)

Γ2(x1)𝜙2
(1,1)(x1), (46)

w1(x1, �̂�,
̇̂
𝜃) = 2

𝜁0𝜙
2
(1,2)(x1)

𝜆2
max (Pc)

[
̇̂
𝜃

2
𝜁2

1 (x1) + 2(|𝜁1(x1)|�̂�𝜙(1,2)(x1))2(𝜁 ′1(x1)x1 + 𝜁1(x1))2�̂�
2]

+ 3𝜆max (Pc)�̂�|𝜁 ′1(x1)x1 + 𝜁1(x1)|, (47)

w2(x1, �̂�) =
c2𝜆2

max (Po)
𝜁0𝜙

2
(1,2)(x1)

Γ2(x1)[|�̃�1(x1)| + |�̂�𝜁1(x1)||�̃�2(x1)|]2 + 3c𝜆max (Po)
𝜙(1,2)(x1)

Γ(x1)||Ã(x1)||
+ 4

𝜁0𝜙
2
(1,2)(x1)

𝜆2
max (Pc)

[
(Γ(x1)𝜙(1,1)(x1))2(𝜁 ′1(x1)x1 + 𝜁1(x1))2�̂�

2]
. (48)

Note that the functions q1(x1), q2(x1), w1(x1, �̂�,
̇̂
𝜃), and w2(x1, �̂�) involve only known functions and quantities. In the

equations above, note that ̇̂
𝜃 denotes d�̂�

dt
. We have d�̂�

d𝜏
= 1

𝛼(𝜏)
d�̂�
dt

.

Remark 5. In (44), the terms in the first line are nonpositive functions of x1, 𝜖, and 𝜂, respectively, and can therefore
be seen to be stabilizing terms in the context of the Lyapunov inequality (44). The terms in the third line of (44) can be
made nonpositive by suitably choosing dr

d𝜏
. The terms in the second line are nonnegative (ie, destabilizing) terms, which

would need to be somehow dominated by the terms in the first and third lines. The design freedoms that are available
to us for this purpose are the function 𝜁1 and the dynamics of r and �̂�, that is, dr

d𝜏
and d𝜃

d𝜏
. The goal in this design as will

be seen below is to pick function 𝜁1 and the dynamics of r and �̂� so that in some time interval 𝜏 ∈ [𝜏0,∞) with some
𝜏0 < ∞, the inequality dV

d𝜏
≤ −𝜅V is satisfied with some 𝜅 > 0. As will be seen in Section 4, achieving such an inequality

will imply that x1, x2, … , xn, x̂2, … , x̂n go to 0 exponentially as 𝜏 → ∞, that is, as t →T. Also will be seen in Section 4,
ensuring that r and �̂� grow at most polynomially in 𝜏 will furthermore imply that u goes to 0 exponentially as 𝜏 → ∞,
that is, as t →T. In the design below, the function 𝜁1 will be picked (as shown in (49)) to address the terms involving
q1 and q2 (but with an adaptation parameter �̂� in place of the uncertain parameter 𝜃∗). The form of dr

d𝜏
will then be

designed to address the terms involving w1 and w2 (but with a fractional power rb introduced to take the place of 𝜃∗). The
dynamics of �̂� and r will then be designed to make �̂� and rb able to dominate the uncertain parameter 𝜃∗ quickly enough
(ie, within a subinterval of the prescribed time interval [0, T) which in terms of the transformed time variable 𝜏 maps to
[0,∞) and to thereby make the system state and input exponentially converge to zero within the remaining subinterval
of the prescribed time interval. In this context, it is to be noted that the typical approach in adaptive control of using
a Lyapunov function such as V = V + 1

2
(�̂� − 𝜃∗)2 to design the dynamics of �̂� to handle the 𝜃∗w2(x1, �̂�)𝜙(1,2)[|𝜂2| + |𝜖|2]

term will not work since 𝜖 is not measured. Specifically, such an approach would lead to the adaptation dynamics
d�̂�
d𝜏

= 1
𝛼(𝜏)

[q2(x1)𝜙(1,2)x2
1 + rw2(x1, �̂�)𝜙(1,2)(|𝜂|2 + |𝜖|2)], which cannot be implemented since 𝜖 is not available. Instead, the

approach here is to use the fact that �̂� and r grow with 𝜏 (due to the designed dynamics of �̂� and r) to dominate 𝜃∗ after
some finite time. Hence, as will be seen in (57), the Lyapunov inequality (44) will be rewritten after the design of the
function 𝜁1 and the dynamics of �̂� and r in a form involving terms with coefficients (𝜃∗ − �̂�) and (𝜃∗ − r), both of which
become nonpositive after some finite time since �̂� and r grow unbounded with 𝜏.

3.9 Designs of function 𝜻1 and dynamics of r and �̂�

The function 𝜁1 is designed such that7

1
4
𝜁1(x1) = max {𝜁

_
, q1(x1) + q2(x1)} (49)

7The notations max (a1, … , an) and min (a1, … , an) indicate the largest and smallest values, respectively, among the numbers a1, … , an.
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with 𝜁
_

being any positive constant. With the choice of the function 𝜁1 in (49), we obtain the following inequality by noting

that �̂� ≥ 1 for all time:

�̂�𝜁1(x1) − q1(x1) − 𝜃∗q2(x1) ≥ 3
4
�̂�𝜁1(x1) + �̂�[q1(x1) + q2(x1)] − q1(x1) − 𝜃∗q2(x1)

≥ 3
4
�̂�𝜁1(x1) + (�̂� − 𝜃∗)q2(x1). (50)

The dynamics of r are designed to be of the form

dr
d𝜏

= 1
𝛼(𝜏)

max {−c0r(r − max {1, 𝛼(𝜏)} − c1) + Ω(r, x1, �̂�,
̇̂
𝜃) + �̃�(𝜏)𝛼(𝜏) , 0}

with r(0) > max {1, 𝛼(0)}, (51)

where �̃�(𝜏) denotes d𝛼
d𝜏

, c1 is any nonnegative constant, and c0 and Ω are a positive constant and a function, respectively,
picked as

c0 = min
⎧⎪⎨⎪⎩

𝜈o

2𝜈
_o

,
𝜈c𝜎

4𝜈
_c

⎫⎪⎬⎪⎭ (52)

Ω(r, x1, �̂�,
̇̂
𝜃) = r[w1(x1, �̂�,

̇̂
𝜃) + rbw2(x1, �̂�)]𝜙(1,2)(x1)max

⎧⎪⎨⎪⎩
1

c𝜈
_o

,
1
𝜈
_c

⎫⎪⎬⎪⎭ , (53)

where b is any constant in the interval (0, 1). It is seen that the positive constant c0 is picked in (52) to be “small
enough” so that the stabilizing −r2 term in dr

d𝜏
fits within the “margin” provided by the −r2 terms in dV

d𝜏
in (44). In

addition, as will be seen in Lemmas 4 and 5 in Section 4, the −r2 term in the dynamics of r is crucial to ensure
that r does not grow “too fast” in the time 𝜏 and in particular, that r grows at most polynomially in 𝜏. Furthermore,
it will be seen in Lemma 8 in Section 4 that the fact that r grows at most polynomially is crucial in showing that
u→ 0 as 𝜏 → ∞ by using the fact that a product of polynomial and exponentially decaying terms converges to zero.
From the design of the dynamics of r, we also see that dr

d𝜏
≥ 0 for all 𝜏 ≥ 0. In addition, from (51), it is seen that the

inequality dr
d𝜏

≥ �̃�(𝜏) definitely holds at any time instant at which r ≤ max {1, 𝛼(𝜏)} + c1. It is seen below in Lemma 3
that the form of the dynamics of r given above implies that r ≥ 𝛼(𝜏) for all 𝜏 in the maximal interval of existence of
solutions.

The dynamic adaptation parameter �̂� is defined to be comprised of two components, that is,

�̂� = �̂�1 + �̂�2 (54)

and the dynamics of �̂�1 and �̂�2 are designed as

d�̂�1

d𝜏
= �̃�(𝜏) with �̂�1(0) ≥ max {1, 𝛼(0)}, (55)

d�̂�2

d𝜏
= c𝜃

𝛼(𝜏)
q2(x1)𝜙(1,2)(x1)x2

1 with �̂�2(0) ≥ 0, (56)

where c𝜃 is any positive constant. From (55) and (56), we see that �̂�1 ≥ 𝛼(𝜏) and �̂�2 ≥ 0 for all 𝜏 for all 𝜏 in the maximal
interval of existence of solutions. Hence, we also have �̂� ≥ 𝛼(𝜏) for all 𝜏 in the maximal interval of existence of solutions.
As noted above, the dynamics of r in (51) also ensures that r ≥ 𝛼(𝜏) for all 𝜏 in the maximal interval of existence of
solutions. The fact that r and 𝜃 are both larger than or equal to 𝛼(𝜏) for all times 𝜏 is relevant in the context of (44) since
this implies that the r or �̂� coefficients appearing in each of the terms in the first two lines of (44) dominate over the 𝛼(𝜏)
term appearing in the denominator in (44).
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From the design of the dynamics of r in (51) with c0 and Ω as in (52)and (53), we see that (44) reduces to

dV
d𝜏

≤ 1
𝛼(𝜏)

{
−3

4
x2

1 �̂�𝜁1𝜙(1,2) −
1
4
𝜈ocr2|𝜖|2 − 1

8
𝜈c𝜙(2,3)r2|𝜂|2} + (𝜃∗ − �̂�)𝜒1(x1, 𝜏)

+ (𝜃∗ − rb)𝜒2(x1, �̂�, 𝜏)r[|𝜂|2 + |𝜖|2], (57)

𝜒1(x1, 𝜏) =
1

𝛼(𝜏)
q2(x1)𝜙(1,2)(x1)x2

1 , (58)

𝜒2(x1, �̂�, 𝜏) =
1

𝛼(𝜏)
w2(x1, �̂�)𝜙(1,2)(x1). (59)

Hence, comparing with the definition of V in (29) and noting as discussed above that the dynamics of �̂� implies that
�̂� ≥ 𝛼(𝜏) for all 𝜏, (57) yields

dV
d𝜏

≤ −𝜅V + (𝜃∗ − �̂�)𝜒1(x1, 𝜏) + (𝜃∗ − rb)𝜒2(x1, �̂�, 𝜏)r[|𝜂|2 + |𝜖|2], (60)

𝜅 = min
⎧⎪⎨⎪⎩

3𝜁
_
𝜎

2
,

𝜈o

4𝜆max (Po)
,

𝜈c𝜎

8𝜆max (Pc)

⎫⎪⎬⎪⎭ . (61)

4 MAIN RESULT AND PROOF

Theorem 1. Given a prescribed time T > 0 that can be picked arbitrarily by the control designer, a dynamic output-feedback
controller of the form u = f (𝜓, y); �̇� = g(𝜓, y) can be designed for system (1) under Assumptions 1 to 3 such that starting
from any initial condition for x, the property limt→T|x(t)| = limt→T|u(t)| = 0 is satisfied.

In this section, we prove Theorem 1 based on the control design developed in Section 3 by first showing that the
solutions to the closed-loop dynamical system exist for all time 𝜏 ∈ [0,∞) and then showing that �̂� and r grow large
enough quickly enough in order to dominate the uncertain parameter 𝜃∗ in (60) within a subinterval of the prescribed
time interval, (which is [0, T) in terms of the time variable t or equivalently [0,∞) in terms of the time variable 𝜏), and then
finally showing that V (and therefore, x, u, and so on) converge to zero exponentially within the remaining subinterval
of the prescribed time interval.

Lemma 3. The signal r satisfies8the inequality r̆(𝜏) ≥ 𝛼(𝜏) for all 𝜏 in the maximal interval of existence of
solutions.

Proof. From (51), we note that dr
d𝜏

≥ �̃�(𝜏) at any time instant at which r ≥ max {1, 𝛼(𝜏)} + c1 is not satisfied.
If the claim in Lemma 3 is not satisfied, there should exist some time instants 𝜏 at which r̆(𝜏) < 𝛼(𝜏). Let
𝜏min be the infimum of all such time instants. Then, we note that since r(0) > 𝛼(0) from (51), we should have
𝜏min > 0 and we should also have r̆(𝜏min ) = 𝛼(𝜏min ) and furthermore, for all 𝜏 in an open interval (𝜏min , 𝜏min +
𝛿) with some sufficiently small 𝛿 > 0, the inequality r̆(𝜏) < 𝛼(𝜏) should hold. However, r̆(𝜏min ) = 𝛼(𝜏min ) implies
dr
d𝜏

≥ �̃�(𝜏) = d𝛼
d𝜏

. Hence, we should have r̆(𝜏) ≥ 𝛼(𝜏) for all 𝜏 over an open interval (𝜏min , 𝜏min + 𝛿) with some
sufficiently small 𝛿 > 0. We therefore obtain a contradiction thereby implying that the claim of Lemma 3 is
satisfied. ⬦ ▪

Lemma 4. A function R(x1, �̂�,
̇̂
𝜃, 𝜏) exists such that the dynamics of r in (51) imply that dr

d𝜏
= 0 whenever

r ≥ R(x1, �̂�,
̇̂
𝜃, 𝜏).

8Note that, as defined in (22), the notation r̆(𝜏) indicates the value of the signal r at the time instant 𝜏 as measured in the transformed time axis, that is,
r(t) = r̆(𝜏).
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Proof. Defining R(x1, �̂�,
̇̂
𝜃, 𝜏) to be of the form max {3R1(x1, �̂�,

̇̂
𝜃, 𝜏), (3R2(x1, �̂�))

1
1−b ,

√
3R3(𝜏)}, the inequality r ≥R implies

r2 ≥R1r +R2r1+ b +R3. Now, defining

R1(x1, �̂�,
̇̂
𝜃, 𝜏) = max {1, 𝛼(𝜏)} + c1 + w1(x1�̂�,

̇̂
𝜃)c̃0, (62)

R2(x1, �̂�) = w2(x1, �̂�)c̃0, (63)

R3(𝜏) =
�̃�(𝜏)𝛼(𝜏)

c0
, (64)

with c̃0 = 1
c0

max { 1
c𝜈

_o

,
1
𝜈
_c

}, it is seen from the dynamics of r in (51) and the definition of Ω in (53) that this implies that

dr
d𝜏

= 0 whenever r ≥ R(x1, �̂�,
̇̂
𝜃, 𝜏). ⬦ ▪

Lemma 5. If x1 is uniformly bounded over the maximal interval of existence of solutions, then the signals �̂�(a−1(𝜏)),
̇̂
𝜃(a−1(𝜏)), and r(a−1(𝜏)) grow at most polynomially in 𝜏.

Proof. By the dynamics of �̂�1 in (55) and the conditions on function 𝛼(𝜏), we see that �̂�1(a−1(𝜏)) and ̇̂
𝜃1(a−1(𝜏)) are

polynomially upper bounded in 𝜏. If x1 is uniformly bounded over the maximal interval of existence of solutions, we see
that from the dynamics of �̂�2 in (56), it follows that �̂�2(a−1(𝜏)) and ̇̂

𝜃2(a−1(𝜏)) are also polynomially upper bounded in 𝜏.
Noting that �̂� and ̇̂

𝜃 appear polynomially in the definitions of w1 and w2 and that 𝛼(𝜏) and �̃�(𝜏) are polynomially upper
bounded in 𝜏 due to the conditions imposed on 𝛼(𝜏) in Section 3.4, it follows that the R(x1, �̂�,

̇̂
𝜃, 𝜏) constructed in Lemma 4

grows at most polynomially as a function of time 𝜏. Hence, since, from Lemma 4, dr
d𝜏

= 0 whenever r ≥ R(x1, �̂�,
̇̂
𝜃, 𝜏), it is

seen that r(a−1(𝜏)) grows at most polynomially as a function of time 𝜏. ⬦ ▪

Lemma 6. Solutions to the closed-loop dynamical system formed by (1 ) and the designed dynamic controller exist over time
interval 𝜏 ∈ [0,∞). V is uniformly bounded over the time interval 𝜏 ∈ [0,∞). The signals �̂�(a−1(𝜏)), ̇̂

𝜃(a−1(𝜏)), and r(a−1(𝜏))
grow at most polynomially in 𝜏 as 𝜏 → ∞.

Proof. Define V = V + 1
c𝜃
(�̂�2 − 𝜃∗)2. Noting from (56) that we have d�̂�2

d𝜏
= c𝜃𝜒1(x1, 𝜏) where 𝜒1(x1, 𝜏) is as defined in (58),

and noting that �̂�1 ≥ 0 for all 𝜏 and that 𝜒1(x1, 𝜏) ≥ 0 for all x1 and 𝜏, it is seen from (60) that

dV
d𝜏

≤ −𝜅V + (𝜃∗ − rb)𝜒2(x1, �̂�, 𝜏)r[|𝜂|2 + |𝜖|2]. (65)

Denote the maximal interval (in terms of the 𝜏 time variable) of existence of solutions by [0, 𝜏f ). We will show below
by contradiction that 𝜏f = ∞. Assuming 𝜏f is finite, consider the two Cases (note that r is monotonically nondecreasing):
(C1) lim𝜏→𝜏f rb > 𝜃∗; (C2) lim𝜏→𝜏f rb ≤ 𝜃∗.

Under Case (C1), a time 𝜏
_ f

< 𝜏f should exist such that rb ≥ 𝜃∗ for all 𝜏 ∈ [𝜏
_ f
, 𝜏f ). Then, for all 𝜏 ∈ [𝜏

_ f
, 𝜏f ), we should

have dV
d𝜏

≤ −𝜅V implying that V and therefore V (and therefore also x1) remain bounded on the maximal interval of
existence of solutions. Hence, by Lemma 5, �̂�(a−1(𝜏)), ̇̂

𝜃(a−1(𝜏)), and r(a−1(𝜏)) grow at most polynomially in 𝜏. Therefore,
under Case (C1), we see that all closed-loop signals remain bounded over any finite time interval [0, 𝜏f ). Hence, solutions
to the closed-loop dynamical system exist over the time interval 𝜏 ∈ [0,∞).

Under Case (C2), we see by using the dynamics of r in (51), the definition of Ω in (53), the definition of 𝜒2 in (59), and
the observations that r ≥ 1 and 𝛼(𝜏) ≥ a0 for all time, that

dr
d𝜏

≥ − c0

a0
(𝜃∗)

2
b + c

_
𝜒2(x1, �̂�, 𝜏), (66)

where c
_
= max { 1

c𝜈
_o

,
1
𝜈
_c

}. Hence, under the hypothesis of Case (C2), it follows that ∫ 𝜏f
0 𝜒2(x1, �̂�, 𝜏)d𝜏 ≤ M with some finite

M if 𝜏f is finite. From (65), the definition of V in (29), and the definition of V above, it is seen, by noting that r ≥ 0, that

dV
d𝜏

≤ 𝜃∗𝜒2(x1, �̂�, 𝜏)𝜅V , (67)
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where 𝜅 = max { 1
𝜆min (Pc)

,
1

c𝜆min (Po)
}. Hence, boundedness of V over a time interval [0, 𝜏f ) with finite 𝜏f follows from bound-

edness of ∫ 𝜏f
0 𝜒2(x1, �̂�, 𝜏)d𝜏 ≤ M. Similar to Case (C1) above, it is then seen that boundedness of V implies that V and x1 are

bounded over the maximal interval of existence of solutions and that the signals �̂�(a−1(𝜏)), ̇̂
𝜃(a−1(𝜏)), and r(a−1(𝜏)) grow

at most polynomially in 𝜏, all closed-loop signals remain bounded over a finite time interval [0, tf ), and that solutions to
the closed-loop dynamical system exist over the time interval 𝜏 ∈ [0,∞). ⬦ ▪

Lemma 7. V, x1, 𝜖, 𝜂, u, x2, … , xn, and x̂2, … , x̂n go to 0 exponentially as 𝜏 → ∞.

Proof. Noting from Lemma 6 that solutions to the closed-loop dynamical system exist over [0,∞) and noting from the
dynamics of �̂� and r that both �̂� and r are monotonically nondecreasing with 𝜏 and go to ∞ as 𝜏 → ∞, it is seen that a finite
positive constant 𝜏0 exists such that �̂� ≥ 𝜃∗ and rb ≥ 𝜃∗ for all time 𝜏 ≥ 𝜏0. Hence, from (60), it follows that for all 𝜏 ≥ 𝜏0, the
inequality dV

d𝜏
≤ −𝜅V is satisfied. Hence, V goes to 0 exponentially as 𝜏 → ∞. From the definition of V from (29), it follows

that x1,
√

r|𝜖|, and
√

r|𝜂| go to 0 exponentially as 𝜏 → ∞. Since, we know from Lemma 6 that r grows at most polynomially
in 𝜏, it follows that |𝜖| and |𝜂| go to 0 exponentially as 𝜏 → ∞. From the form of u in (16), this implies that u goes to 0
exponentially as 𝜏 → ∞. Since x2 = r𝜂2 − 𝜁 − r𝜖2 and xi = ri−1(𝜂i − 𝜖i), i = 3, … ,n, it therefore follows from Lemma 6 and
the design of the function 𝜁 that the signals x2, … , xn all go to 0 exponentially as 𝜏 → ∞. From the definition of functions
f i in (10), Assumption 1, and the fact that the functions gi can be chosen to be linear constant-coefficient combinations
of the functions 𝜙(2,3), … , 𝜙(n−1,n) as noted in Section 3.6, it is seen that limx1→0

fi(x1)
x1

= gi(0)
𝜙(1,2)(0)

. Therefore, since x1 goes to

0 exponentially as 𝜏 → ∞ while r grows at most polynomially, it is seen that ri− 1f i(x1) goes to 0 exponentially as 𝜏 → ∞
for i= 2, … , n. In addition, from the definition of the function 𝜁 in (15) and noting that �̂� grows at most polynomially, it
follows that 𝜁(x1, �̂�) goes to 0 exponentially as 𝜏 → ∞. Hence, from the definition of 𝜂2, … , 𝜂n in (13) and (14), it is seen
that the observer state signals x̂2, … , x̂n also go to 0 exponentially as 𝜏 → ∞. Hence, from the above analysis, we see that
V , x1, 𝜖, 𝜂, u, x2, … , xn, and x̂2, … , x̂n all go to 0 exponentially as 𝜏 → ∞. ⬦ ▪

Conclusion of the proof of Theorem 1: Since 𝜏 → ∞ corresponds to t →T, the properties in Lemma 7 hold as t →T.
Therefore, the signals x, u, and x̂ = [x̂2, … , x̂n]T all go to 0 as t →T, that is, prescribed-time stabilization is attained. Note
that T > 0 can be arbitrarily picked by the control designer; given any T > 0, the control design procedure developed in
this article enables prescribed-time stabilization with convergence as t →T. ⬦

Remark 6. As discussed above, the control design ensures that x and u go to 0 as t →T, that is, as 𝜏 → ∞. In addition,
the observer state variables x̂2, … , x̂n, the vector of scaled observer errors 𝜖, and the vector of scaled observer estimates
𝜂 all go to 0 as t →T. However, the control gains, which from (16) involve rn, go to ∞ as t →T. The characteristic that
control gains go to∞ as t approaches the desired prescribed time T is intrinsic to the prescribed-time stabilization problem
and is shared with previous results in prescribed-time stabilization.26,27,33 It has been noted in References 26,27,33 that
indeed any approach for regulation in finite time (including optimal control with a terminal constraint and sliding mode
control based approaches with time-varying gains) will share this characteristic. Nevertheless, by the analysis above, we
see that the unbounded gains do not result in an unbounded control input u (which indeed converges to 0). However,
an implementation challenge can be posed by the fact that r goes to ∞ as 𝜏 → ∞. As shown in References 38,45, this
numerical challenge in implementing the dynamics of r can be alleviated through a temporal scaling r̃ = rz where z ∶
 →  is a function of 𝜏 and computing r via the scaled state variable r̃ instead of implementing the dynamics of r
directly. By picking, for example, z(𝜏) = e−kz𝜏 with kz > 0 being any constant, it is seen that the scaled state variable r̃ = rz is
uniformly bounded over the time interval 𝜏 ∈ [0,∞) since we know from Lemma 6 from r grows at most polynomially in
𝜏; furthermore, it is seen that r̃ goes to 0 asymptotically as 𝜏 → ∞. In addition, from the dynamics of r in (51), it is seen that
all the terms appearing in the expression for ṙ = 𝛼(𝜏) dr

d𝜏
grow at most polynomially in 𝜏. Hence, it is seen that ̇̃r is uniformly

bounded and goes to zero as 𝜏 → ∞, that is, as t →∞. In addition, to alleviate numerical difficulties in implementation
due to unbounded gains as t →T (specifically, the facts that 𝛼(𝜏), r, and �̂� go to ∞ as t →T), a few approaches can be
utilized as noted in Reference 27. These approaches include adding a dead zone on the state x, a saturation on control
gains, and setting the terminal time in the controller implementation to be some T > T. All of these approaches sacrifice
asymptotic convergence of x to 0 as t →T (ie, x goes not to 0, but to a small neighborhood of 0 as t →T), but facilitate
practical implementation by preventing unbounded gains.27 ⬦
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F I G U R E 1 Block diagram of the
overall design procedure for the
proposed output-feedback
prescribed-time stabilizing controller for
the class of uncertain
strict-feedback-like systems (1)

Remark 7. The designed controller is of dynamic order (n+ 2) with the controller state comprising of the observer state
variables x̂2, … , x̂n, the dynamic scaling variable r, and the dynamic adaptation state variables �̂�1 and �̂�2. The overall
controller is given by the observer dynamics (9), the definition of scaled states 𝜂2, … , 𝜂n in (14), the control law for u in
(16), the choice of 𝜁 and 𝜁1 in (15) and (49), the dynamics of the adaptation parameters �̂�1 and �̂�2 in (55) and (56), and the
dynamics of scaling parameter r in (51). The overall design procedure is shown in Figure 1.

5 AN ILLUSTRATIVE EXAMPLE

Consider the third-order system

ẋ1 = (1 + x2
1)x2 ; y = x1,

ẋ2 = (1 + x4
1)x3 + 𝜃aex1 x2,

ẋ3 = u + 𝜃bx5
1x3 + 𝜃cx2

1 cos(x3)x2, (68)

where 𝜃a, 𝜃b, and 𝜃c are uncertain parameters (with no magnitude bounds required to be known). Only the output y= x1
is assumed to be measured. It can be seen that the uncertain parameters appear multiplied with unmeasured state vari-
ables x2 and x3. Here, 𝜙(1,2)(x1) = 1 + x2

1, 𝜙(2,3)(x1) = 1 + x4
1, and 𝜇0(x1) = 1. This system satisfies Assumption 1 with 𝜎 = 1.

Assumption 2 is satisfied with 𝜙(1,1) = 𝜙(2,1) = 𝜙(3,1) = 0, 𝜙(2,2) = 1, 𝜙(3,2) = |x1|, 𝜙(3,3) = x4
1, 𝜃 = max {c𝜃𝜃a, c𝜃𝜃b, c𝜃𝜃c} with

c𝜃 being any positive constant, andΓ(x1) = 1
c𝜃
(|x1| + ex1). Note that the form of the terms 𝜃aex1 x2 and 𝜃bx5

1x3 + 𝜃cx2
1 cos(x3)x2

in the dynamics are not required to be known as long as bounds as in Assumption 2 are known. Assumption 3 is trivially
satisfied since n= 3.

Using the constructive procedure in References 39,47,48, a symmetric positive-definite matrix Pc and functions k2 and

k3 can be found to satisfy the coupled Lyapunov inequalities (31) as Pc = ãc

[
3 1
1 1

]
, k2 = 5𝜙(2,3), and k3 = 4𝜙(2,3), and with

𝜈c = 1.675ãc, 𝜈
_c

= ãc, and 𝜈c = 5ãc with ãc being any positive constant. In addition, using the constructive procedure in
References 39,47,48, a symmetric positive-definite matrix Po and functions g2 and g3 can be found to satisfy the coupled

Lyapunov inequalities (32) as Po = ão

[
30 −5
−5 2.5

]
, g2 = 12𝜙(2,3), and g3 = 20𝜙(2,3), and with 𝜈o = 6.675ão, �̃�o = 32.070ão,

𝜈
_o

= 3.698ão, and 𝜈o = 33.802ão with ão being any positive constant. The inequality (33) is satisfied with G = 23.324. As

in Section 3, the functions f 2 and f 3 are defined as f2(x1) = 12 ∫ x1
0

(1+x4
1)

1+x2
1

d𝜋 and f3(x1) = 20 ∫ x1
0

(1+x4
1)

1+x2
1

d𝜋. These integrals in

the definitions of the functions f 2(x1) and f 3(x1) can be evaluated in closed form using ∫ x1
0

(1+x4
1)

1+x2
1

d𝜋 = x3
1

3
− x1 + 2tan−1(x1).

A reduced-order observer is designed as

̇̂x2 = (1 + x4
1)[x̂3 + r2f3(x1)] − rg2(x1)[x̂2 + rf2(x1)] − ṙf2(x1), (69)

̇̂x3 = u − r2g3(x1)[x̂2 + rf2(x1)] − 2ṙrf3(x1). (70)
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F I G U R E 2 Simulations for the
closed-loop system (system (68) in
closed loop with the prescribed-time
stabilizing adaptive output-feedback
controller) [Colour figure can be viewed
at wileyonlinelibrary.com]

Then, defining 𝜂2 = x̂2+rf2(x1)+𝜁(x1,�̂�)
r

and 𝜂3 = x̂3+r2f3(x1)
r2 , the control input is designed as u = −r3[k2𝜂2 + k3𝜂3]. The func-

tion 𝛼 is picked for instance as in (26) in Remark 4 with any a0 > 0. The function q1 is given in (45). The function q2
reduces to 0 for this system since 𝜙(1,1) = 0. The function 𝜁1 is then defined as in (49) and the function 𝜁 is defined as in
(15). The functions w1 and w2 can be computed following the procedure in Section 3 (which yielded Equations (47) and
(48)) using sharper bounds taking the specific system structure into account and noting that several terms in the upper
bounds vanish since 𝜙(1,1), and so on, are zero for this system. Finally, the function Ω is defined as in (53) and the dynam-
ics of r is defined as in (51). The dynamic adaptation parameter �̂� is defined as the combination �̂�1 + �̂�2 as in (54) and the
dynamics of �̂�1 and �̂�2 are defined as in (55) and (56).

Taking the unknown values of 𝜃a, 𝜃b, and 𝜃c to be 𝜃a = 𝜃b = 𝜃c = 2, the numerical simulation of the closed-loop sys-
tem is shown in Figure 2 with initial conditions for the system state vector [x1, x2, x3]T being [1, 1, 1]T . Since the initial
conditions for x2 and x3 are not known, the initial conditions for x̂2 and x̂3 are picked simply as the values that make the
initial values of the estimates for x2 and x3 zero, that is, such that x̂2 + rf2(x1) and x̂3 + r2f3(x1) are zero at time t = 0. Hence,
the initial condition for [x̂2, x̂3]T is [− 10.85,− 18.08]T . The initial conditions for r, �̂�1, and �̂�2 are picked to be 1, 1, and 0,
respectively. Note that for this system, d�̂�2

d𝜏
reduces to 0 since as seen from (56), d�̂�2

d𝜏
has q2(x1) as a factor and q2(x1) is found

to be 0 for this example system as noted above. Therefore, with �̂�2 initialized to be 0, it is identically 0 for all time. The
terminal time for prescribed-time stabilization is specified as T = 0.2 s. To avoid numerical issues, the effective terminal
time T in implementation is defined as T = 0.205 s. The constant c0 in the dynamics of r in (51) is given by (52) and the
constants c1 and b are picked as 0.1 and 0.02, respectively. In addition, a0 = 0.05, ãc = 0.1, ão = 0.5, 𝜁0 = 0.1, c𝜃 = 10−3,
and c𝜃 = 105. The closed-loop trajectories and the control input signal are shown in Figure 2.

6 CONCLUSION

An adaptive dynamic output-feedback prescribed-time stabilizing controller was developed for a general class of uncer-
tain nonlinear strict-feedback-like systems which allows uncertain functions that can include crossproducts of unknown
parameters (without requiring any known magnitude bounds on the uncertain parameters) and unmeasured state vari-
ables. The design introduced several novel ingredients based on designs of time-varying dynamics of an adaptation state
variable and the high-gain scaling parameter to ensure that the uncertain parameters (without any known magnitude
bounds) that are coupled with the unmeasured state variables are dominated by the adaptation state variable and a frac-
tional power of the dynamic high-gain scaling parameter within a subinterval of the prescribed time interval so as to

http://wileyonlinelibrary.com
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achieve exponential state and input convergence to zero within the remaining subinterval of the prescribed time interval.
The control design is performed over a transformed temporal representation that maps the finite prescribed time interval
to an infinite interval in the transformed time axis. It was shown that given any desired convergence time, the proposed
adaptive output-feedback control design provides both prescribed-time state estimation and prescribed-time state regula-
tion for the considered class of uncertain nonlinear systems irrespective of the initial conditions. It is a topic of on-going
work to determine if the proposed approach can be extended to other general classes of nonlinear systems (eg, feedforward
and nontriangular systems and systems with delays, appended dynamics, or input unmodeled dynamics).
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