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a b s t r a c t 

Following in the footsteps of the renowned report “Control in an Information Rich World,” Report of the 

Panel on “Future Directions in Control, Dynamics, and Systems” chaired by Richard Murray (2002), this 

paper aims to demonstrate that Systems & Control is at the heart of the Information and Communi- 

cation Technologies to most application domains . As such, Systems & Control should be acknowledged 

as a priority by funding agencies and supported at the levels necessary to enable technologies address- 

ing critical societal challenges. A second intention of this paper is to present to the industrials and the 

young research generation, a global picture of the societal and research challenges where the discipline 

of Systems & Control will play a key role. Throughout, this paper demonstrates the extremely rich, cur- 

rent and future, cross-fertilization between five critical societal challenges and seven key research and 

innovation Systems & Control scientific challenges. This paper is authored by members of the IFAC Task 

Road Map Committee, established following the 19th IFAC World Congress in Cape Town. Other experts 

who authored specific parts are listed below. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

Control technologies are everywhere – aircraft and spacecraft,

hemical process plants, manufacturing, homes and buildings, au-

omobiles and trains, GPS, cellular telephones and – these and

ther complex systems testify to the ubiquity of Systems & Con-

rol technology. Some artefacts of modern times would simply

ot be possible without Systems & Control. And for many others,

ubstantial, even revolutionary, advances in performance, safety,

eliability and affordability have been achieved as a result of

he ingenuity and effort of Systems & Control researchers and

ngineers. 

As we move deeper into the 21st century, new, complex and

ultifaceted challenges face humanity. These challenges in turn

emand inter- and cross-disciplinary research and development.

hile Systems & Control, a foundational discipline for analysis and

ynthesis of complex systems, is uniquely positioned to participate

n this endeavour, new investments, topics and ways of educat-

ng, working and exchanging are needed to address and solve these

hallenges. This article elaborates on these themes, presents a re-

earch agenda for the field and offers recommendations for gov-

rnment agencies and the research community. 
.1. Systems & Control: a rich history 

Starting as a collection of empirical rules for designing ser-

omechanisms, the field of Systems & Control has matured into

 rigorous, erudite discipline in engineering science. The field has

layed an important enabling role in almost all major technolog-

cal evolutions – from steam engines to high-speed trains and

river-assisted automobiles, high performance aircraft, rockets to

pacecraft, wired telephony to cellular telephones, cameras to neu-

oimaging, agile manufacturing to robotics, medical devices to tele-

urgery, and so on. The foundations of Systems & Control have

nabled improved performance, speed, efficiency, reliability and

tability, as well as reduced energy consumption, costs and emis-

ions„ with tangible benefits most apparent in applications asso-

iated with aerospace, automotive, process and manufacturing in-

ustries. 

These benefits have been realized through the use of Systems

 Control which typically consists of: (i) modelling and analysis of

he underlying physical phenomena along with selection of sensors

nd actuators, (ii) development of control strategies that enable in-

ended behaviour in an optimal fashion while satisfying constraints

nd minimizing resources consumed, (iii) validation and verifica-

ion of the control performance using simulation studies of a suite

f models with increasing fidelity, and (iv) implementation. Ma-

or challenges in all applications arise from size and scale, complex

ynamics, inherent uncertainties, distributed and diverse processes

nd phenomena, and safety and reliability requirements. Improve-

ents are made possible through modelling, analysis and design

ools that capture the trade-offs between fidelity and tractability,

dvances in control methods that enable coordination and man-

gement of these systems and development of architectures and

lgorithms that ensure robustness, optimality, adaptability and sta-

ility. 

A fundamental characteristic of the field of Systems & Control

esearch is its rich intersection of engineering and mathematics –

hile the problem formulations stem from engineering systems,

he tools and techniques employed are grounded in various sub-

elds of mathematics and computer science. It is this abstract fea-

ure that enables the broad applicability of the field, in addition to

ackling complex multi-domain systems seamlessly and developing

he underlying control technologies. 

The performance and resilience of nearly every technical system

owadays result from design of both the physical hardware and

t’s the management and control algorithms, usually implemented

s embedded systems that allow the system to function efficiently

espite the influence of disturbances, degradation, etc. Control en-

ineers are therefore key players on development teams for these

igh-tech systems. Deeply involved with the operation and con-

traints of the components as well as the overall system, they not

nly take responsibility for the control elements but also provide a

ynamic systems’ view during the specification and development

rocess. 

The evolution, grand challenges, theoretical advances, matura-

ion and success stories that the field has witnessed have been

ocumented over the years in numerous textbooks spanning many

isciplines, several surveys, overviews, position papers, reports and

ncyclopaedias, most notable of which are Aström and Kumar

2014 ), Murray (2003 ), Samad and Annaswamy (2014 ), HYCON2

eport (2011 ) and Baillieul and Samad (2017 ). The survey in

ström and Kumar (2014 ) provides a comprehensive historical ac-

ount of the development of the field of control, as well as a per-

pective on current directions and future opportunities, and re-

ections on the dynamic interaction between theory and prac-

ice. The report ( Murray, 2003 ) looks towards the future, focus-

ng on research directions in Systems & Control, circa 2002. The

n-line publication ( Samad and Annaswamy, 2014 ) provides an
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a  
overview, survey success stories and research challenges facing the

field in both its 2011 and 2014 editions. The 2011 European report

( HYCON2 Report 2011 ) introduces new key research challenges. A

comprehensive collection of all methods and applications of Sys-

tems & Control is reported in the encyclopaedia ( Baillieul and

Samad, 2017 ). All these publications testify to the rigorous, ana-

lytically grounded, rich, vibrant and active field encompassed by

Systems & Control. 

1.2. A glimpse into future and changing paradigms 

The present witnesses Systems & Control at its most active

and promising juncture. New directions in Systems & Control

are emerging from its relevance and potential to address soci-

etal grand challenges in areas of health and medicine; energy

and climate; sustainability and development; productivity, inequal-

ity and economic growth. Large-scale infrastructures are envi-

sioned in energy (smart grids), transportation (connected V-to-X

systems), manufacturing (smart, connected and lean), urban plan-

ning (smart cities), and financial services (smart services), to name

a few. Systems & Control is also critical to emerging paradigms

in engineered systems ranging from nano to micro to large to

planet scale. New methodologies and advances on the theoreti-

cal front allow Systems & Control to play a pivotal role in such

engineered systems. There is great promise for Systems & Con-

trol in the Internet of Things (IoT), the network of physical ob-

jects or “things” embedded with electronics, software, sensors,

and network connectivity, and Industry 4.0, the next transforma-

tive change in manufacturing that leverages pervasive sensing, dis-

tributed control, and robust, seamless connectivity, data analyt-

ics, etc. ( http://www.mckinsey.com/business-functions/operations/

our- insights/manufacturings- next- act , 2017). A case in point is the

evolving field of Cyber-Physical Systems ( Johansson et al., 2014 ). 

New technologies, e.g. flexible manufacturing and autonomous

driving, lead to complexity levels that cannot be mastered by sys-

tematic design using mathematical models and simulation tools

alone. The technologies must be tested in large-scale demonstra-

tors to gain experience, detect design or implementation flaws and

demonstrate functionality for end users and the public. Systems &

Control research is already being implemented and evaluated on

large testbeds or “living labs” in the areas of transportation, micro-

grids, manufacturing, robotics, etc. Scientists should get even more

involved in such demonstrators, and the experience gained here

will trigger research on new fundamental questions in Systems &

Control. 

While Systems & Control has always evolved through collab-

orations with other fields of communication, computing, sensing

and actuation, a widening appreciation of the need for Systems

& Control has become increasingly apparent as more large-scale,

interdependent, multi timescale, safety-critical and mission-critical

systems are developed or envisioned. Dynamics, feedback, stability

and optimality are increasingly recognized as pervasive and cen-

tral properties of complex systems. Likewise, the Systems & Con-

trol community is also being perceived differently: in addition to

providing rigor to system analysis, they are now viewed as cru-

cial for the design, development, overall planning and operations

of complex systems. The time is therefore apt for us to pause and

articulate this role in all its breadth and depth. Hence this article. 

A three-way perspective of this new role – top-down, bottom-

up and convergence-based – is provided here. From a top-down

applications perspective, societal grand challenge problems are in-

herently beyond the scope of any single discipline of knowledge.

Indeed, they require creative collaborations among many disci-

plines. For example, progress in healthy aging will require part-

nerships among biologists, chemists, physicists, mathematicians,

and engineers. Thus, Systems & Control researchers can and will
ontribute to cancer research but it will be in cooperative teams

ith experts from other fields. Similarly, transition to low carbon

conomy will require collaborations among engineers, physicists,

hemists, biologists, social scientists, and humanists. Again, Sys-

ems & Control researchers can and will play significant roles in

ollaborative teams of researchers. 

At the same time, from a bottoms-up curiosity-driven perspec-

ive, significant progress in closely allied disciplines offers new

rontiers for creative research. For example, Systems & Control

esearch has strong affinity with fields such as communications,

ignal processing, machine learning, computational science, applied

athematics, etc. Advances in algorithms, devices (semiconduc-

or, optical, sensors, actuators), computing capabilities such as dis-

ributed and cloud computing, and availability of large amounts of

ata are changing these fields and offering the Systems & Control

ommunity new opportunities to forge productive collaborations

hat build on such transformative developments. 

A third and new perspective, the convergence paradigm

 Convergence, National Academy Press 2014 ; Convergence: The Fu-

ure of Health 2016 ; Sharp & Leshner, 2014 ), offers an exciting vi-

ion of grand challenge driven multidisciplinary research. The in-

ellectual merit of the convergence paradigm lies in its call for

eep integration of knowledge bases, tools and techniques for dis-

overy, and most importantly, “modes of thinking” among experts

rom physical sciences, biological sciences, computing and engi-

eering and social sciences to create new pathways for creation of

nowledge. These pathways would differ dramatically from the tra-

itional models for knowledge creation and thereby produce new

aradigms for scientific and engineering research. The Systems &

ontrol field is uniquely positioned for critical involvement in the

reation and evolution of these pathways. A case in point is the

volving field of Cyber-Physical Systems which requires conver-

ence of controls, communications, networks and computing with

omain experts from biology, chemistry, aerospace or mechani-

al engineering with applications in transportation, energy, water,

ealthcare and manufacturing. Roles of humans in technical sys-

ems are becoming more complex, beyond users and consumers, as

ctive agents, operators, decision-makers and enablers of efficient

nd resilient infrastructures. Thus, in addition to engineering, phys-

cal and computational sciences, social, behavioural and economic

ciences add new dimensions to the convergence paradigm, as ex-

mplified by Cyber-Physical & Human Systems (CPHS). Social net-

orks and their emerging properties at a systems level pose fas-

inating challenges. Their intersection with finance, markets, and

conomics at large, and the resulting socio-technical-economic sys-

ems beg to be analysed, designed, understood and leveraged. This

rticle addresses the emerging roles of Systems & Control and its

mpact on the future of humanity. 

These new conceptual, intellectual and organizational frame-

orks can be critically useful in enabling Systems & Control re-

earchers to engage in collaborative team research. This is true at

he individual researcher level as well as at the community (of re-

earchers) level. Such practices and engagements can complement

uriosity-driven disciplinary research that will advance the knowl-

dge base in Systems & Control. To be successful, the community

ust be open to new types of publications. It also needs to re-

iew and reconsider traditional modes of research and researcher

valuations for career progress. Finally, the community must en-

age in new, more fluid forms of organizational structures that go

eyond traditional departmental structures. It is very encouraging

hat such changes are already beginning to happen. 

.3. Organization of this paper 

Section 2 provide a brief review of the advances in the field

ccomplished over the past few decades. The main body of this

http://www.mckinsey.com/business-functions/operations/our-insights/manufacturings-next-act
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Fig. 1. Systems & Control matrix: cross fertilization of five critical societal challenges by seven key research and innovation challenges. 
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esearch Agenda is described in Section 3 and is grouped under

he five critical societal challenges of Transportation, Energy, Wa-

er, Healthcare and Manufacturing (see the matrix in Fig. 1 ). Seven

rand challenges precipitated by these sectors are described in

ection 4 , while Section 5 illustrates twenty-two examples of the

atrix of these challenges where Systems & Control will have a

trong impact in the coming years. In each of these examples, i)

he current state, ii) the needs for the future and the obstacles,

nd iii) the ways Systems & Control can contribute to facing these

hallenges, are described. Section 6 offers some operational recom-

endations to provide the means to develop this extremely im-

ortant scientific and technological discipline whose critical role in

nformation and Communication Technologies (ICT) is essential to

eet the policies in the future. Finally, Section 7 includes testimo-

ials from industry members regarding the role and the societal

mpact of Systems & Control. 

. Advances in Systems & Control in the past fifteen years 

In April 20 0 0, the Panel on Future Directions in Control and

ynamical Systems was formed by the US Air Force Office of Sci-

ntific Research (AFOSR) to provide a renewed vision of future

hallenges and opportunities in the field, along with recommen-

ations to government agencies, universities and research organi-

ations for how to ensure continued progress in areas of impor-

ance to the industrial and defence base. The Panel prepared a re-

ort which was completed in April 2002 and published by SIAM

n 2003 ( Murray, 2003 ). The intent of the report was to raise the

verall visibility of research in Systems & Control, highlight its im-

ortance in applications of national interest, and indicate some of

he key trends which are important for continued vitality of the

eld. 

The panel made five major recommendations: 

• Substantially increase research aimed at the integration of con-

trol, computer science, communications, and networking. This

includes principles, methods and tools for modelling and con-

trol of high level, networked, distributed systems, and rigorous

techniques for reliable, embedded, real-time software. 

• Substantially increase research in control at higher levels of de-

cision making, moving toward enterprise-scale systems. This in-

cludes work in dynamic resource allocation in the presence of
uncertainty, learning and adaptation, and artificial intelligence

for dynamic systems. 

• Explore high-risk, long-range applications of control to new do-

mains such as nanotechnology, quantum mechanics, electro-

magnetics, biology and environmental science. Dual investiga-

tor, interdisciplinary funding was suggested as a particularly

useful mechanism in this context. 

• Maintain support for theory and interaction with mathematics,

broadly interpreted. The strength of the field relies on its close

contact with rigorous mathematics, and this was felt to be in-

creasingly important in the future. 

• Invest in new approaches to education and outreach for the dis-

semination of control concepts and tools to non-traditional au-

diences. The community should do a better job of educating a

broader range of scientists and engineers on the principles of

feedback and the use of control to alter the dynamics of sys-

tems and manage uncertainty. 

The field of controls has moved forward in many of direc-

ions that are largely consistent with some of the recommenda-

ions from the Panel’s report and exemplified by the IEEE CSS on-

ine publication on the Impact of Control Technology ( Samad and

nnaswamy, 2014 ). Highlights of these advances include: 

• In the areas of control integration, computer science, commu-

nications and networking, there have been substantial devel-

opments resulting in focused research efforts, including estab-

lishment of the IFAC technical area in networked control sys-

tems in 2005 and creation of national initiatives in the US

in Cyber-Physical Systems (2008) and robotics (2011). There

has been less effort in the area of control at higher levels of

decision-making and enterprise-scale systems, although some 

of the work in formal methods is related to this as well as new

initiatives in smart infrastructures (electric grid, transportation

networks, etc.). Optimization-based control (including model 

predictive control) is now one of the dominant techniques for

control across a range of applications. These techniques use

knowledge of the current system state, online dynamic mod-

els of system behaviour, and constraints on inputs and states to

provide high performance control systems that react to changes

in the system and environment. Whereas a decade ago the

main application of model predictive control was in chemi-

cal process control, advances in computing and communica-
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tions have enabled the application of similar techniques to a

wide range of systems, from manufacturing systems and sup-

ply chains, to aircraft engines and smart buildings. A major

advance occurred with the development of explicit model pre-

dictive control, which allows offline computation of feedback

control laws that consider nonlinear dynamics and constraints

for systems of modest state dimension. 

• Another advancement involved the use of layering and ab-

straction in control systems. Layering is an essential architec-

tural feature of many complex systems, nicely represented in

the multi-layer protocols used in network-based communica-

tions. Layering and abstraction enable modularity and are a

key approach to implementing product families that exploit

this modularity. Multi-layer architectures that include low-level

feedback controllers, higher-level trajectory generation (includ-

ing horizon optimization receding horizon) and supervisory

control that accounts for complex temporal specifications, are

now becoming commonplace in many applications such as au-

tonomous vehicles and smart grids. 

• The recent establishment of major investments in Cyber-

Physical Systems ( Kim & Kumar, 2012 ) focuses on designing

systems that combine information and physics. It represents a

better coupling of research in computer science, controls, com-

munications and networking, with applications in areas such

as aerospace, automotive, chemical processes, civil infrastruc-

ture, energy, healthcare, manufacturing, transportation, enter-

tainment and consumer appliances. Work in this area builds

not only on work from the 1980s in discrete event systems,

but makes use of advances in computer science in the interven-

ing decades (real-time systems, embedded systems and formal

methods), leading to new approaches for analysis, design and

synthesis which are now being applied in robotics, aerospace

systems and many other areas. 

• In high-risk, long-range applications of control, there continue

to be forays by researchers into new application areas in-

cluding quantum control systems, synthetic biology and geo-

engineering. In each of these areas, control theory researchers

must learn the language of the application area, while at the

same time, researchers in the specific domains must learn

about existing tools in control theory, and together articulate

new challenges for control and tractable approaches that are

driven by the specifics of those disciplines. As an example,

the type of stochastic behaviours in biological systems where

Poisson processes are a natural representation, require different

tools than those provided by stochastic control theory in which

additive white Gaussian noise (AWGN) models have been de-

veloped, motivated primarily by characteristics of electrical sys-

tems. 

• Finally, in education and outreach, there have been effort s over

the past decade to develop courses and textbooks that reach

a broader audience. For example, two recent textbooks are

specifically oriented at non-engineers ( Aström & Murray, 2008;

Albertos & Mareels, 2010 ), and massive online open courses

(MOOCs) have been recently offered to very large numbers of

participants. 

In addition to the above directions that build on the recommen-

dations of the Panel’s 2003 report, several new themes and roles

are emerging for Systems & Control theory and technology: 

• In computer science, the sub-disciplines of cloud computing,

“big data,” and machine learning have made exceptional ad-

vances in the last decade. However, these have not been major

forces within the controls community. Advances in these areas

have facilitated work on enterprise-level systems, but more im-

portantly have allowed a focus on data as a primary object of

study. One area in which data can play a major role in control
is building management systems, where learning both the us-

age patterns and the thermal dynamics can be exploited. 

• In connection with large-scale, networked data collection and

computing, another important set of issues are those of se-

curity and privacy. Security of supervisory control and data

acquisition (SCADA) systems gained international prominence

with the release of Stuxnet in 2010. This has generated greater

awareness of the important role that control systems must

play in guaranteeing security, going beyond cybersecurity and

incorporating the physics of the system into the analysis (so-

called cyber-physical security). 

• Another topic that was only minimally addressed in the 2003

report is interaction with humans. While the report mentioned

“human on the loop" in military applications, the more inte-

grated role of human interaction in robotics, healthcare, and

other fields where control systems directly interact with indi-

viduals and groups remains an open area of research. 

• Finally, energy and sustainability have arisen as major topics

of global importance where control theory and technology will

clearly play an important role. Examples of distributed opti-

mization and networked control are emerging not only in smart

grids and smart cities, but also in smart buildings, wind tur-

bines, transportation systems and global emissions planning. 

This paper explores these emerging areas of research by exam-

ning them from societal and application perspectives. 

. The essential role of Systems & Control in meeting critical 

ocietal challenges 

This section analyses the five (vertical) critical challenges shown

n Fig. 1 and demonstrates the essential (present and future) role

f Systems & Control in meeting these challenges. 

.1. Transportation 

Modern society is, to a large extent, built on transportation of

oth people and goods, and it is amazing how well the infrastruc-

ure functions. Large amounts of food and other goods are made

vailable, waste is transported away, and masses of people com-

ute to and from work both by private and public transportation.

or instance, sugar peas from Kenya, tenderloin from Argentina,

otatoes from Sweden and strawberries from Spain can be pro-

uced and cost effectively transported, ending up on one’s dinner

able anywhere in the world! In the 200 years since mechanized

ransportation was introduced, the capacity, speed, efficiency and

eographical coverage of transport systems have improved dramat-

cally. The goal of moving passengers and freight faster, in greater

uantities, safely, efficiently and cleanly, remains the core moti-

ation to improving transportation technology. The integration of

echanical engineering with electronics, along with the decisive

ontribution of Systems & Control engineering, was the key to the

antastic advances made by motor vehicles in the last decades con-

erning emissions, fuel consumption, safety, diagnostics and com-

ort. and will, of course, be the key to future progress too. 

Transportation is fundamental to our society as we know it,

upporting increased mobility demands for passengers and freight.

ut its negative effects include growing levels of motorization and

ongestion. In addition, the transportation sector is linked to en-

ironmental problems, impactingclimate change, air quality, noise,

ater quality, soil quality, biodiversity and land take. In 2014, the

orld Health Organization estimated that outdoor air pollution

as responsible for 3.7 million annual premature deaths. Exposure

o vehicle emissions or other mobile sources is noted as a major

ontributor to this global disease burden. The transport system has

 major impact on our lives and environment, e.g.: 
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• Air and water quality . Vehicles and vessels produce pollution

in the form of gas and particulate matters that affect air and

water quality causing damage to human health. Toxic air pol-

lutants are associated with cancer, cardiovascular, respiratory

and neurological diseases. Acid precipitation detrimentally im-

pacts the built environment, reduces agricultural crop yields

and causes forest decline. 

• Noise. Noise pollution represents the general effect of irregu-

lar and chaotic sounds. It is traumatizing for the hearing organ

and may affect quality of life by its unpleasant and disturbing

character. Increasing noise levels have a negative impact on the

urban environment, reflected in falling land values and loss of

productive land uses. 

• Climate change . The activities of the transport industry release

several million tons of gases each year into the atmosphere. To

add insult to injury, we are consuming finite resources to fuel

the transports. 

• Safety. Albeit with a decreasing trend, world-wide road fatal-

ities were estimated at 1.3 million in 2014. Although signifi-

cantly lower in total number of fatalities, accidents caused by

air, rail and marine transport are typically larger, resulting in

more media attention. They also typically lead to much higher

losses in terms of material damage. Human error accounts for a

significant percentage of these accidents which is why further

automation is expected. 

By 2030, the number of motor vehicles on the world’s roads

ill roughly double from 2010—from 1.4 billion to about 2.8 bil-

ion cars, trucks, motorcycles and other vehicles. Without efforts

o improve the energy efficiency of and minimize the pollutant

missions from those vehicles, there will be costly consequences

f such rapid increase for local air quality and public health and

or the global climate. These challenges are being met with inno-

ative powertrains, advanced after-treatment devices that are all

elying on modern controls. Historically the controls community

as had a high involvement in the development of clean vehicles.

 fundamental contribution in this direction was the introduction

f three-way catalysts for gasoline engines that rely on feedback

ontrol. This technology is still state of the art, but has naturally

volved and been refined over the years from a single sensor sys-

em to multi sensor feedback. This is a formidable example of rev-

lution followed by evolution. Furthermore, the accurate control of

njection systems with precise control of the injection process at-

enuates the knocking noise in diesel engines. 

Moreover, the pending depletion of fossil fuels, increased oil

rices and the need for reducing carbon dioxide emissions, dra-

atically conflict with an increasing demand for mobility, posing

ew and complex challenges to the transportation community. This

s further stressed when considering the increasing demands for

ransportation in developing countries. To meet these demands,

here are many on-going efforts to make vehicles function as ef-

ciently and cleanly as possible. 

Rail transport is arguably today’s most environmentally friendly

eans of transport, at least when it is electrical and the electrical

ower comes from renewable generation. In the growing megaci-

ies of the world, rail is a crucial part of the infrastructure to han-

le the fast-growing transport needs. Additional high-speed trains

nd underground networks are to be expected. 

Environmental concerns have motivated legislative action by

overnments around the world to reduce emissions. Global com-

itments to CO2 reduction drive the development for improved

uel economy. Customers demand performance and efficiency. All

hese objectives must be delivered at low cost with high reliabil-

ty. Combinations of demands from legislators and customers are

riving technology, and as a result, modern vehicle powertrains

ust satisfy challenging and often conflicting requirements. Fig. 2
hows the drive for future CO2 reductions as Corporate Average

uel Economy (CAFE) standards. 

While uncertainties regarding the future of oil production exist,

here are indications that the end of the dominance of the internal

ombustion engine is approaching. In the meantime, we must note

hat is difficult to outperform something that has evolved, been

ptimized, and refined over more than 100 years. In the near fu-

ure, most vehicles will still be equipped with combustion engines,

ut changes are coming with the increase of electric vehicles and

he introduction of fuel cell vehicles on the markets. As oil pro-

uction is expected to peak and gradually decline, energy prices

re expected to continue their upward trend, triggering the most

mportant technological transition in transportation since the in-

roduction of the automobile. Yet, energy prices are prone to sig-

ificant fluctuations. In this environment, we have the following

romising technologies: 

• Automated/Intelligent transport systems. Development of in- 

formation and communication technologies (ICT) has the po-

tential to improve the speed, efficiency, safety and reliability of

movement by relying upon complete or partial automation of

the vehicle, transshipment (for freight) and control. There is an

evolution from mechatronic systems to cyber-physical systems. 

• Alternative fuels (including hybrid electric). Fossil fuels

(diesel and gasoline) have been the main energy carrier for

transportation, but alternatives are appearing: natural gas and

bio fuels, as well as hydrogen and electrified vehicles, are mov-

ing in. There is also a clear trend towards electrification in all

transport, save for aircraft which will require other alternatives

to fossil fuels. 

Relating to these trends is a conjecture that all future ve-

icles will be connected. One interesting component is plug-in

lectric vehicles that can interact with smart grids. Communica-

ion and information are enablers, and learning to robustly and

afely exploit them will be critical. To succeed, algorithms and

lanning tools that cover all aspects from basic driver support to

ully autonomous vehicles, must be developed. We already have,

or example, jet engines, as well as many marine vessels, con-

ected via satellite to land-based service centres for monitoring or

ontrol. 

Coupled to the information revolution are aspects of safety and

ntegrity, i.e. cyber security. To design systems that are safe against

omputer viruses, burglary and terrorism that can harm individuals

nd systems, cyber security-based thinking must be incorporated

n the design process and the awareness of engineers. 

Ongoing engineering effort s are devoted to identifying and

having losses, giving rise to advanced powertrains and, in the case

f marine vessels, entire power systems that are more complex but

upport system optimization. Models provide a cornerstone for this

ork, since they encapsulate knowledge and establish the founda-

ion for many decisions and designs. To move forward, models cov-

ring all domains of transportation systems, from low-level com-

ustion chemistry and pollutant formation to high-level transport

ystems models, will be required. The challenge facing researchers

n this domain is the diversity and complexity of the subsystems

hat make up vehicles, vessels and transport systems. There is a

eed for engineers to optimize these systems which operate at dif-

erent (or even vastly different) time scales. Our community can

ontribute by developing tools to systematically analyse and opti-

ize these intrinsically complex systems, and support the devel-

pment of robust and accepted solutions. 

Aerodynamic losses are the main source of energy wastage for

ehicles (cars, trains) traveling at speeds higher than 50 km/h. Ac-

ording to existing ecological estimates, reducing these losses by

5% will decrease car pollution by more than 107 tons of CO2

er year. Today, vehicle designers have achieved near-optimal static



8 F. Lamnabhi-Lagarrigue et al. / Annual Reviews in Control 43 (2017) 1–64 

Fig. 2. Collection of historical data and future CAFE standards that in effect is a driving force behind the development of fuel-efficient vehicles, with lower CO2 footprint. 

Source: www.theicct.org . 
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solutions, and further improvements based on vehicle shape op-

timization requires numerous trials for minimal enhancement. In

this context, active flow control strategies constitute the next chal-

lenge. Moreover, the same issues also concern aeronautics, where

aerodynamic lift can be improved by an appropriate feedback con-

trol of the boundary layer (i.e. reducing the flow separation). This

represents an interdisciplinary research effort joining micro- and

nano-technologies (designing flow sensors and blowing actuators

to be placed on the car surface or aircraft wings), flow mechan-

ics (properly dimensioning and placing these sensors and actua-

tors) and control (closing the loop in a safe manner). The main

issue is that the underlying physics in aerodynamic studies (i.e.

the Navier–Stokes equations) are known to be highly nonlinear and

contain distributed parameter effects corresponding to the various

natural diffusion phenomena which can be seen as time delays or

transport equations, for instance. Various flow control strategies

have been found efficient in drastically reducing flow separation.

However, in general they do not lead to optimal solutions where

separation is fully avoided for a minimal energy cost. 

Efficient and clean transportation solutions need to be devel-

oped. We firmly believe that the control system society, with key

competences in modelling, system analysis, control and optimiza-

tion, will play an important role in the innovation and engineering

of clean and efficient transportation solutions for the future. 

3.2. Energy 

The 21st century is witnessing huge paradigm shifts in key sec-

tors that affect quality of life worldwide. The energy sector pro-

vides a very compelling example of these paradigm shifts. Moti-

vated by huge concerns of sustainability, climate change, carbon

emissions and aging infrastructures, several research initiatives are

underway on the energy front. One such initiative is the smart

grid, a transformative, global imperative for the energy challenge

facing us in the 21st century. A smart grid is an end-to-end cyber-

enabled electric power system, from fuel source to generation,

transmission, distribution and end use that has the potential to
nable integration of intermittent renewable energy sources and

elp decarbonize power systems, enable energy efficiency and op-

rate resiliently against physical and cyber-attacks. Central to the

ealization of these goals is control that can gather any and all in-

ormation that is available about the grid, facilitate the function-

ng of resilient transmission and distribution networks, shape any

nd all loads that are responsive, allocate generation to all gen-

rators, storage units, and electric vehicles, and enable the deliv-

ry of reliable and affordable power everywhere and at all times.

he increased deployment of feedback and communication implies

hat loops are being closed where they have never been closed

efore, across multiple temporal and spatial scales, thereby cre-

ting a gold mine of opportunities for control. Control systems

re needed to facilitate decision making at various timescales and

ine scales, from devices to systems, from generation sources to

onsumers, from planning over multi-year and year timescales

o operating frequency and voltage control in seconds and

illiseconds. 

The paradigm shift associated with smart grids pertains to the

undamental way in which power is delivered to the end-user.

he traditional approach consists of centralized generation, located

ar away from the load centres that are typically urban, with re-

undant long-range transmission paths and radial distribution. The

mart grid concept seeks to drastically change this picture – along

ith conventional generation, distributed generation resources will

ot the energy landscape, necessitating a judicious combination of

raditional fossil-fuel-based, fixed and predictable generation with

enewable, variable, intermittent, stochastic and uncertain genera-

ion based on renewable resources such as solar and wind power.

his in turn introduces myriads of challenges at all levels of the

rid. These challenges not only necessitate new tools in the tradi-

ional topics of generation, transmission, and distribution, but in-

roduce a whole host of new concepts, tools and technologies. 

An emerging concept that has been increasingly researched of

ate and shows significant potential is Demand Response – the

otion of adjustable demand in response to grid conditions and

ncentives. The idea is to determine a desired profile for demand

http://www.theicct.org
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esponse to complement and supplement intermittencies and vari-

tions in renewable generation and ensure reliable and affordable

ower delivery to the end user. Determining these profiles requires

ssembling a range of flexible loads and storage devices at various

ocations that vary in timescale and authority. Solutions to these

hallenges significantly intersect with Systems & Control related

roblem formulations. 

Ensuring the desired flexibility in demand brings economics

nto the picture, as flexibility in demand is often facilitated through

conomic incentives. Approaches denoted as transactive control –

 mechanism through which system- and component-level deci-

ions are made through economic contracts negotiated between

he components of the system, in conjunction with or in lieu of

raditional controls – will need to be examined. Dynamic market

echanisms will become increasingly important with the move to-

ards real-time decision making, as the underlying forecast mod-

ls of renewables and consumer and load control behaviour be-

ome more accurate. Consumer and load control behaviour with

heir distributed decision making must be addressed. Real-time

nd closed-loop demand response may result in coupling energy

esources and markets at timescales leading to significant stability

nd robustness questions. 

The above discussions indicate that control-centric challenges

nd opportunities abound in the context of a smart grid. The

rid can be viewed as a massively networked large-scale Cyber-

hysical System of Systems, requiring decentralized, distributed,

ierarchical, hybrid and adaptive systems tools. For example, dis-

ributed, real-time closed-loop architectures are needed that ac-

ommodate uncertainties in renewable generation and match sup-

ly to demand by making use of ubiquitous real-time informa-

ion and optimizing global objectives into coordinated local algo-

ithms. Scalable algorithms that are decentralized and deployable

t huge distributed scales need to be developed, supported by lo-

al decisions and global coordination. A redesign of currently ex-

sting architectures that includes primary, secondary, and tertiary

ayers is needed to integrate renewable energy as a dispatchable

ource while providing optimal alternatives to expensive ancillary

ervices. 

While transmission systems have always faced formidable chal-

enges in terms of controlling swing oscillations in large-scale sys-

ems with few measurements, significant nonlinearities and un-

ertainties, the introduction of renewables into the picture further

xacerbates the possibility of oscillation swings following major

isturbances. New opportunities are present in the form of mea-

urements using PMUs (phase measurement units), and actuators

uch as FACTS (Flexible Alternating Current Transmission System).

hese devices and control algorithms with distributed computation

nd communication need to be designed so that wind farms and

olar farms can be optimally located and integrated to promote

n efficient transmission system. Although HVDC (high voltage,

irect current) transmission systems have been in use for many

ears, newer voltage-source converter (VSC) technology, generally

eferred to as VSC 

–HVDC, particularly in the new Modular Multi-

evel Converters (MMC), opens up a much wider array of appli-

ations where cables are needed in order to connect wind farms a

ubstantial distance from shore, to connect non-synchronous zones

sing underground lines (European grid to UK or to Norway for ex-

mple), and to span long distances using aerial lines (from 700 km

n). 

Smart distribution management systems need to employ ad-

anced actuator technology including power-electronics devices

hat enhance controllability and power transfer capability and

ave the potential to prevent cascading failures. Given that more

ecision-making may need to occur at the distribution level, distri-

ution analytics that manage communication, estimation, compu-

ation, protection, optimization and control should be investigated.
esign of distributed generation (DG) clusters in terms of the type

f sensors, communications and control architectures that can en-

ble efficient and reliable power flow, as well as appropriate con-

ractual structures that facilitate these goals need to be carried out.

ew topological complexities that may result from system changes

ue to micro-grid operations and “mesh” structure must be tack-

ed. Protection systems with preventive control strategies using

n-load tap changers and smart capacitors and switches need to

e increasingly deployed to ensure satisfactory voltage/VAR(Volt-

mphere Reactive) control. 

The power grid provides an essential service to the country’s

itizens. It is therefore imperative that control architecture designs

hould realize, distinguish and transition between a normal and

mergent state, as well as launch the corresponding sequence of

orrective, restorative and healing actions. Multi-layers of protec-

ion and cyber-physical security against not only natural anomalies

nd failures but also cyber-attacks have to be enabled. An increas-

ngly popular concept of resilience, the ability of a system to per-

orm in a stable manner even when pushed very close to its limits

f operation, is a highly desirable property that needs to be ad-

ressed in conjunction with smart grid cyber-physical security. 

Yet another aspect of the power grid that needs attention is

he design of an efficient electricity market. An electricity mar-

et represents a system of entities that are involved in the trad-

ng of electricity, an important planning component. As elec-

ricity cannot be stored in large quantities at the current cost

f energy storage, and any electricity that is produced must

e consumed, the electricity market is responsible for ensur-

ng transmission of electricity in a reliable and efficient man-

er. Emerging challenges in smart grids are due to the intro-

uction of new actors into the market including renewable en-

rgy generators, storage providers, and as mentioned above, de-

and response-compatible consumers (possibly through an ag-

regator). This in turn necessitates the use of Systems & Control

ools that allow these actors to efficiently exchange information

nd make decisions and enable power delivery that is reliable and

ffordable. 

• Power systems are stabilised through very robust and conserva-

tive control strategies, heavily based on redundancy and natu-

ral inertia. Nevertheless, even in classical grids stability remains

a difficult problem. Timescales range from tens of milliseconds

for transient stability (keeping one power plant connected to

the grid) to a few seconds when considering the synchronisa-

tion of the full system. With the high penetration of renew-

ables and the consequent increase of power electronics, such

timescales will be much faster, and at the same time the natu-

ral inertia will be greatly reduced. The future grid will be much

harder to stabilise and will impose the use of completely new

control schemes. 

• Many current practices in electricity markets may be viewed as

suboptimal solutions to a stochastic, multi-stage, dynamic pro-

gramming problem. With increasing penetration of renewables

and the corresponding increasing intermittency and uncertainty

in the underlying market operations, the central question is the

realization of market mechanisms that can provide optimal so-

lutions despite strongly stochastic and temporal variations. The

challenge is maximizing efficiency while guaranteeing reliabil-

ity even in the presence of possible load loss and varying gen-

eration without falling back on conservative decisions. 

• Fast reserves, used to enable frequency regulation, are typically

procured in hour-ahead or day-ahead markets. Growing pene-

tration of renewables, however, makes such a practice highly

inefficient and expensive. The question is whether judicious use

of Demand Response, including flexible building loads, batter-

ies in electric vehicles and other storage solutions can mitigate
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these drawbacks. New dynamic market mechanisms need to be

designed to provide efficient market price signals and maintain

energy balance in real-time despite intermittent and uncertain

renewable generation. 

• Given the significant impact that increased uncertainties

stemming from renewables can have on market transac-

tions, accurate forecast modelling is a crucial ingredient in

determining resource dispatch. With the trend in more accurate

forecast models for entities such as the weather and demand

over decreasing horizons, market models at multiple timescales

that incorporate varying forecast models and their modelling

errors need to be developed. 

• Innovations in electricity markets entail additional, frequent

and judicious information exchange between various stakehold-

ers in the grid. This in turn introduces new challenges in the

cyber-physical domain pertaining to computational, communi-

cation and information systems. New safety-critical components

may be necessary in these markets, thereby raising issues of

bandwidth, reliability and cyber-security. 

Yet another important component of smart grids is power elec-

tronics. As more renewables penetrate the power grid, sensors and

actuators are required to integrate the resulting energy into the

grid in an efficient manner, which brings one to the realm of ad-

vanced power electronics. Active and reactive power injection need

to be monitored, modulated and delivered at the right time and

right place. The use of smart inverters, synchroconverters, fami-

lies of microgrids, energy clusters, mixed AC-DC solutions and con-

trol algorithms comprise important research investigations that the

controls community can launch and complete successfully. 

In summary, the smart grid is an ideal poster child for con-

trols, with a need and opportunity for closing several loops at var-

ious levels, locations and time-scales, to deliver reliable, affordable

and sustainable power to all consumers. It could be argued that

by introducing billions of active endpoints through deployment

of sensors, actuators, and communication devices, at generators,

transmission lines, substations, renewable energy sites, distribu-

tion feeders, microgrids, buildings, homes, smart appliances, power

electronic devices, storage units, and electric vehicles, and appro-

priate closed-loop strategies, one can realize the ultimate smart

grid vision. 

3.3. Water 

Despite earth having an ample amount of fresh water to sup-

port life, the 2030 Water Resources Group in its report “Chart-

ing Our Water Future: Economic Frameworks to Inform Decision-

Making,” presents the sobering message that the world is manag-

ing itself towards economic water scarcity. Similarly, in the United

Nation World Water Development Reports ( The United Nations

World Water Development Reports 2015 ), the document “Water for

a Sustainable World” starts with describing our world as it can be,

where every living organism equitably shares amply available high

quality water resources. But in the other report of The United Na-

tions World Water Development Reports (2015 ), “Facing the chal-

lenges: case studies and indicators,” it is painted a rather grim pic-

ture of the present fresh water reality. 

By and large there is a strong spatial correlation between water

stress and population density. Areas under water stress include the

Western United States, Northern Mexico, most of India, the North

China Plain, countries around the Mediterranean, Middle Asia, the

Middle East, Eastern Australia (Murray–Darling basin), as well as

the narrow strip west of the Andes. Climate change adds complex-

ity, as extreme weather patterns strongly affect where and when

water stress occurs. For example, countries such as Brazil, the UK

and the Southeast Asia region experience non-trivial water stress
ssues. Climate change points to developing more resilient engi-

eering solutions. 

The main driving force behind water stress is indeed population

rowth accelerated by the present universal expectation of rising

tandards of living. The outlook for water sustainability is therefore

rim, as the world population is expected to grow from the present

 billion to 8.5 billion by 2030, and may continue to grow till 2100

the UN Medium prediction forecasts 11 billion people on earth by

100). The World Wildlife Fund captures the human dimension of

he present water crisis ( World Wildlife Fund 2017 ): “As a result,

ome 1.1 billion people lack adequate access to water, and a total

f 2.7 billion find water scarce for at least a month of the year.”

he physical dimension is appreciated by realising that 95% of the

orld’s fresh water resources are under significant stress (i.e., river

asins experience over-extraction, and entire regions suffer from

owering water tables). Of all water extracted for human use, an

verage 70% goes towards food production (unchanged since the

rst World Water Report in 2003). Under a steady business-as-

sual scenario, the world will require nearly twice as much water

y 2050 compared to today. This estimate is critically influenced

y how much meat the average human diet will contain. Presently,

he World Bank estimates that the world extracts around 4500 cu-

ic km of water from the hydro cycle every year. Without creat-

ng significant new supply, the world’s sustainable renewable fresh

ater extraction is estimated at 50 0 0 cubic km per year. The 2030

ater Resources Group estimates the economically available and

enewable fresh water extraction at only 4200 cubic km; therefore,

he world has already entered into a non-sustainable water usage

attern. Clearly, doubling water use, as implied by the steady-state

cenario, is not feasible. 

The obvious engineering answers are to create more supply

hrough desalination and improved recycling, and/or to be more

fficient in water use. The former solutions require significant in-

estment in new infrastructure and are typically energy-intensive.

n contrast, the sun does all the heavy lifting in the hydro cycle,

roviding free transport and free cleaning. Improving water use ef-

ciency requires a significant investment in better water manage-

ent. It is a very reasonable approach because the present water

se efficiency is low – typically less than 50%. It is our thesis that

uch can be done to improve the water efficiency using Systems

 Control engineering ideas. The simple mantra “measure – model

manage” can be used to great effect. 

Other approaches, not discussed here, include food engineering,

.e. genetically modifying crops to use less water; and intensifying

ood production per unit of water and unit of energy through new

recision farming techniques. Precision farming is also a very fer-

ile area for applying control engineering ideas. 

Measure – Model – Manage water networks 

On a world scale, measuring water (flow, volume, pressure,

uality) at the natural scale of water catchment basements and

t time intervals that support decision making at all levels, is not

rivial. Presently, from a systems engineering point of view, the

ater sector is information-poor. Even today there are jurisdic-

ions where water use measurements are lacking, in line with the

pinion that water is or should be a free good. Furthermore, the

ime and spatial scales on which water needs to be managed are

normous. On the one hand, catchment basements are continent

ize, whereas a single end user may require as little as 50 litres

f clean water in a day. Similarly, timescales vary from a cen-

ury for climate change, infrastructure developments and ground

ater movements, to water demand variations that take place on

 timescale of days, and water flow dynamics that may exhibit

imescales in the order of seconds. Keeping track of fresh water

n a global scale is an immense task, and much progress has been

ade since the call to action in the first World Water Report 2003.

raditionally much work has been done, and is done, to build mod-
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ls that make sense of very sparse data sets with the purpose of

lanning water infrastructure and water availability over long peri-

ds of time (100 years). Risk management strategies are key here.

resent climate change conditions are causing real havoc with

he uncertainty estimates. What actually constitutes a “once in a

undred-year event” is in all probability significantly altered due to

limate change. Indeed, climate change is characterised by greater

ncertainty in weather, with indications that extreme weather

vents will be more likely. But how much more likely, remains elu-

ive because we lack data. More resilient infrastructure, or infras-

ructure that can respond to extremes, is called for. 

As indicated, irrigation water accounts for nearly 70% of all wa-

er extractions, and 70% of this, or nearly half of all the world’s wa-

er is spent in broad acreage irrigation using gravity-based water

ransport. Such systems have been in operation since the Sumeri-

ns settled Mesopotamia, about 50 0 0 years ago. Efficiency (amount

f water used for irrigation over amount of water extracted from

he environment) in most of these systems is low: less than 50% of

ater released from a dam reaches its intended destination, with

ome modern irrigation installations performing better and others,

ar worse. More water than what is consumed for all non-irrigation

urposes combined is somehow “wasted” in the irrigation process.

o observe that “wasted” is a difficult word in this context, as

he unused water is returned to the environment. How useful or

asteful this is, depends on many factors. The real problem here

s that the extracted water was not used for its intended purpose,

.e. it was not managed. 

Overall water use efficiency in irrigation can be spit in two

omponents: from the dam to the farm gate via the bulk distri-

ution channels and from the farm gate to the plant roots. Both

fficiency factors are typically around 70%. 

A first control objective is to improve the conveyance effi-

iency of irrigation systems from the dam to the farm gate. This

an be achieved through better understanding channel dynam-

cs, transients and the storage capacity of the irrigation chan-

els themselves. Intuitively, it is feasible to implement much

ighter water flow schedules using automated or controlled sys-

ems based on real-time in-channel flow measurements and au-

omated flow actuation as compared to the current practice of

anually-operated, under-measured and under-actuated systems. 

utomated conveyance can reach a very high efficiency, typically

eaving only evaporation and seepage as uncontrollable losses. 

The on-farm water efficiency can be greatly improved by tim-

ng irrigation events in response to crop needs. Proper timing

f the appropriate quantity of irrigation water depends on crop

ehaviour, and this varies over the growing season and with

limatic/weather-affected evapotranspiration conditions. Periodic 

rrigations, and most manually scheduled irrigations lead to over

rrigation, as these regimes are not well-aligned with crop need.

elivering water nearly “on-demand” and according to crop needs,

enerally reduces the amount of water required (less risk for the

armer, less need for over-irrigation) and invariably improves wa-

er (and crop) productivity significantly. These productivity gains

ust pay for the modernisation. 

Improving on-farm water-use efficiency brings with it signifi-

ant side benefits: less runoff, implies less pollution of rivers, es-

uaries and bay areas; the better the water efficiency, the less fer-

iliser is necessary, which leads to a significant cost saving; and

mproved water efficiency reduces soil degradation (over irrigation

reates soil salinity problems). 

Two aspects of the irrigation water service, precision timing

nd conveyance efficiency, can be pursued as important control ob-

ectives in an automated network of water distribution channels.

 further quality of service objective that control and automation

ust pursue is maintaining precise water levels at given points

long the channels. Indeed, in an open-channel gravity-fed wa-
er system, the potential energy, the water level, determines the

mount of land or length of channel that can be supplied with

ater. 

Measuring and controlling water flow in open channels, and

ven in pipelines, is costly. At present, most irrigation systems

ave very little measurement infrastructure, and few are ser-

iced by remote monitoring. Most of our work, and that of our

ollaborators, has utilised measurement and actuator infrastructure

eveloped in a collaboration between the University of Melbourne

nd Rubicon Water Pty Ltd over the last 15 or so years. It consists

f in-channel water flow actuators equipped with co-located water

ow and water level measurements. These are all linked through

 wireless internet over which measurements are communicated,

ontrol objectives are updated and general system operational and

aintenance information is exchanged. Each local flow actuator

an act as a stand-alone control agent or work collaboratively with

ts neighbours to implement an overarching management strat-

gy prescribed in a hierarchical manner across the entire system,

here the collaboration is software defined by the communica-

ion graph. To illustrate, the Goulburn-Murray Water irrigation dis-

rict (nearly 68,0 0 0 square km of land), conveys water in about

0 0 0 km of major irrigation canals to service 15,0 0 0 on-farm wa-

er outlets. When it is fully automated in late 2018, it will contain

ell over 10,0 0 0 in-channel actuators. The entire control system

ill track approximately one million variables. The actuators and

ensors are designed to act every 10 min, over a period of more

han 25 years, but allow for a more intensive duty cycle when

ecessary. 

Using the flow and water level measurements along the chan-

els, appropriately augmented with GPS-derived channel informa-

ion, several mathematical models can be constructed for the over-

ll system: in support of local day-to-day channel control objec-

ives (precise water orders, with precision timing minimal losses

t the correct water levels); or to enable a water market (buying

nd selling, holding water reserves in dams and large channel seg-

ents); or to support management objectives such as infrastruc-

ure planning and maintenance. Decentralised and distributed con-

rol strategies that approximate model predictive control are well

uited to the task. 

.4. Healthcare 

Understanding disease mechanisms and developing successful 

reatments are enormous societal challenges where Systems &

ontrol can play a critical role. This Section illustrates few pressing

edical issues with current difficulties and complexities. 

Unsolved diseases in an aging world. Improvements in san-

tation, water quality and environmental control, combined with

dvances in medical science, mean that we are all living longer.

tatistics on longevity show that since the late 19th century, global

ife expectancy has increased by approximately 0.28 of a year an-

ually. While this rate of increase in life expectancy shows no sign

f slowing, the point at which diseases of age (such as: Alzheimer’s

nd Parkinson’s disease) become significant, has not seen a corre-

ponding increase. Consequently, ever-growing numbers of our el-

erly are falling victim to neurodegeneration. For example, the risk

f dementia exceeds 30% for a person over 90 years of age, and

ther neurodegenerative disorders show a similar trend. This, in

tself, would not be a critical problem if effective treatments were

vailable. Unfortunately, this is not the case; preventative treat-

ents or cures do not yet exist for most neurodegenerative con-

itions. Moreover, the complexity of these conditions is such that

rogress towards cures and treatments is uncertain and glacially

low. 

The drugs don’t work anymore. The difficulties in understand-

ng complex conditions, like diseases of age, mean that drug in-
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Fig. 3. Conventional disease research model (upper part of figure) and the alternative Control and Systems science disease analysis paradigm (lower part of figure). 
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dustries are losing the ability to develop effective treatments for

unsolved diseases while remaining competitive. Over the 50 years

prior to 2010, the cost of drug development increased exponen-

tially, while the rate at which new drugs appeared was static. Pro-

ductivity and profitability of drugs companies are low, and there is

talk in the industry of a pharmaceutical ‘ice age’ and potential ex-

tinction . The problem is that all the tractable diseases have been

resolved. What remains are diseases too complex for the tradi-

tional disease research and drug development model; this model

is failing. With the current research methodology, success depends

crucially on the individual brilliance (or luck) of the researcher,

combined with experimental iterations that are costly, time con-

suming and frequently inconclusive. The faltering nature of drug

development, shrinking product pipelines and inability to solve

diseases of the aging brain reveal a failing business model – a sit-

uation that calls for disruptive innovation – a new paradigm for

disease research. 

Disease modelling and analysis – a new frontier for control

and systems science. The traditional disease research/drug devel-

opment model is illustrated in the upper part of Fig. 3 . In this

model, data from experiments with disease treatments are studied

by experts, who use their personal know-how to generate hypothe-

ses for a further experiment. Experiments would initially comprise

of laboratory tests (‘in-vitro’ ). If these experiments are promising,

then a new cycle of experiments begins with animals (‘in-vivo’ )

and so on – culminating with experiments with human subjects.

Each of these stages can take many years, and may fail at any stage

due to flawed hypotheses, erroneous subjective judgements, poor

data, or during the translation of results from ‘in-vitro’, to ‘in-vivo’

animal trials, then human trials, and most serious of all, in com-

mercial use on the general population. 

The lower half of Fig. 3 is the Systems & Control science dis-

ease analysis paradigm. In the right lower block, knowledge of

the biological mechanism is translated into equations to form a

mathematical model of the disease processes ( ‘in-silico’ disease

model to biologists). This model is calibrated using experimental

data and information from biological databases. The model is val-

idated by simulation, modified and improved until it corresponds

with known biology and physiology. In this way, the mathematical

model becomes the objective repository of quantitative and struc-

tural knowledge of the disease. The validated model is then used

to provide a disease model analysis tool in which key (dynamic)
nteractions and disease mechanisms can be identified by analysis

f the model’s internal state behaviour. This itself is a huge ad-

ance on tradition because only rarely can the dynamical changes

n disease states be measured ‘in vivo’ with accuracy and suffi-

ient bandwidth. New theories for disease mechanisms from the

odel analysis phase (left lower block) are first thoroughly tested

nd refined in ‘what if’ simulations, before using then to develop

ocussed testable hypothesis that can feed into the traditional ‘in-

itro’, ‘in-vivo’ experimental cycle for verification. 

Analysing Parkinson’s disease – a case study in control and

ystems analysis. Parkinson’s is the second most widespread neu-

odegenerative disease. There are no cures or preventative strate-

ies, and the available treatments address only the visible symp-

oms of tremor and movement disorders. It is a long-term condi-

ion that progresses dynamically at a variable rate through the ner-

ous system, eventually affecting the entire brain. The tremors are

he first visible indication of Parkinson’s and occur sometime (pos-

ibly years) after its inception. There are numerous risk factors for

arkinson’s, any combination of which can be causal and responsi-

le for its manifestation and progression. A big unsolved problem

n Parkinson’s is ‘what is the pathogenic mechanism?’ Parkinson’s

esemblance to a multi-factorial failure in a physical system makes

t an obvious candidate for a Systems & Control approach to an-

wering this question. The disease can be modelled and analysed

in-silico’ at three levels ( Fig. 4 ). Level 1: All Parkinson’s risk fac-

ors damage the brain energy availability such that a mathematical

odel of brain energy metabolism forms a unifying framework for

ystematic analysis of the risk factor interrelation . Level 2: Concep-

ual models of the molecular players allow a mathematical model

f the key pathways for Parkinson pathogenesis. Level 3: Simula-

ion of Level 1 and Level 2 models motivates abstraction of the

athway model in the form of a feedback motif for the pathogenic

echanism. 

The family of models in Fig. 4 provides a systematic basis for

 more efficient, faster and focussed disease research. The models

ncode existing information, and analysis generates new knowl-

dge. In particular, analysis of the core feedback mechanism re-

ating the key molecular players, models the pathogenic mecha-

ism as a bifurcation process in the nonlinear dynamical of a neu-

ochemical interaction. 

The Parkinson’s pathogenesis is an example from a growing

roup of projects that address ‘in-silico’ modelling and analysis of
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Fig. 4. Working through three levels of ‘in-silico’ modelling for metabolism and dis- 

ease mechanisms, reveals how pathogenesis is modelled by feedback interaction be- 

tween reactive oxygen species (ROS) and the protein alphasynuclein ( αSYN). 
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omplex diseases. There is a gap throughout this rich and develop-

ng area, where Systems & Control sciences have a unique opportu-

ity ( Wellstead, 2017 ) to unravel the complex dynamics of disease

tructures and mechanisms. Parkinson’s is an important example of

ow disease dynamics can be modelled and analysed, but there are

any similar diseases of age which beg attention – most notably

lzheimer’s disease. The potential social, human and economic re-

ards from control theory and dynamical systems analysis applied

o disease are enormous – the Systems & Control science commu-

ity owes it to themselves to participate. 

.5. Manufacturing 

Integrated large production complexes in the chemical and

etrochemical industries are major consumers of energy and raw

aterials, as well as major sources of employment and income.

hey produce virtually all the raw materials for convenience prod-

cts in modern industrial society. The ecological and economic vi-

bility of their production depends crucially on the careful man-

gement of the ensemble of different units which in many cases

re simultaneously producers and consumers of intermediates and

arriers of energy (see Fig. 5 ). These sites host large numbers of

utonomously operated production plants, often owned by differ-

nt companies, with complex energy and material stream inter-

onnections to ensure operational excellence and competitiveness

f the production. The plants belong to competing value chains

ithin one company or among different owners. Complex net-

orks of carriers of energy and of various chemicals are operated

o optimize the use of energy, materials and intermediates and by-

roducts. 

Production flexibility is limited by many different constraints on

ndividual units which must not be violated in order to prevent,

.g., accelerated equipment degradation or plant trips. Each unit

perates most efficiently, in terms of economics and energy and

esource consumption, under specific conditions which are often

ncompatible with the global state of the production system due

o the interconnections and limited resources. The primary goal

f site-wide management is to achieve an optimal global perfor-

ance. The degree of freedom to achieve this goal lies in the abil-

ty to vary production intensity to compensate for utilities’ chang-

ng availability and market prices. Essentially each plant operates

utonomously, as an independent agent that tries to reach its pro-

uction objectives as part of the value chain. Therefore, this is an

rea with an enormous potential for the use of distributed man-

gement and control approaches leading to better coordination and

ence better economic and ecological performance. 
In the process industries, one finds a tight integration of phys-

cal plants with computer-based management tools such as En-

erprise Resource Planning (ERP), Manufacturing Execution Sys-

em (MES), Supervision, Control & Data Acquisition (SCADA), Dis-

ributed Control System (DCS), Human-Machine Interfaces (HMIs)

nd Programmable Logic Controllers (PLCs) that constitute a hier-

rchical system, the so-called automation pyramid. These systems

nteract with the site on different levels and timescales and, thus,

mploy conceptually different viewpoints on the site and its parts.

he models used by these systems differ in temporal granularity

some models are partially or completely steady state), degree of

bstraction of the occurring phenomena (static models are com-

only used for simplification of some higher-level tasks despite

he dynamic nature of the modelled processes), and reliability as

he model parameters might be uncertain or changing with equip-

ent aging or replacement and dynamic reconfiguration of the

ite. 

The process industries have for many years pioneered the ap-

lication of advanced control strategies. Model Predictive Control

MPC) penetrated as an industrial standard for control of large

hemical plants (reactors, distillation units) mostly in petrochemi-

al industry. This is due to MPC’s ability to effectively handle op-

ration of multi-input, multi-output, constrained dynamic systems

hat represent the chemical production site core. Industries report

he major success points of MPC lie in increased throughput, im-

rovement of process stability, reduction of energy consumption,

ncreased yield of more valuable products, reduction of quality

iveaway, reduction of down times and better use of raw materials.

Site management in the process industry is a complex opti-

ization problem that spans multiple timescales and layers of

ecision-making. It starts in the upper layer with the planning of

roduction and supply chain optimization that allocate levels of

roduction to respond to market conditions and satisfy customer

ontracts. This information is passed to the lower layer where pro-

uction scheduling takes place and where RTO (real-time opti-

ization) adjusts the set points for operation of specific plants.

PC or standard control technique is then used for meeting the

emand as set by scheduling and RTO by passing the control sig-

als to the actuators (pumps, valves, boilers, etc.). The models used

long this hierarchy vary largely in the depth of abstraction of the

hysical plants, the employed formalism (as they are used for dif-

erent purposes) and nature (first principles models are preferred

or modelling of physical plants but are difficult to employ for

odelling at higher levels), execution timescales, etc. For example,

cheduling batch production exploits static models which do not

ncorporate any information about the uncertainties present at the

lant (status of equipment, quality of raw materials) or the expe-

ience and actions of plant personnel. This affects the feasibility of

he decisions made at the upper level, as many effects of dynamics

nd uncertainties are not considered, and restricts a penetration of

utomated solutions for fully-autonomous production planning and

xecution. 

In the discrete-part manufacturing industry ( Fig. 6 ), automatic

ontrol systems facilitate production of airplanes, automobiles and

any consumer goods. Raw materials and sub-components en-

er a factory, are transferred among processing stations and trans-

ormed into finished products. Traditionally, these controllers are

rogrammed at a low level, in a distributed fashion, without any

lobal view of the entire system. This leads to sub-optimal pro-

uction strategies that can be vulnerable to disruptions and even

o cyber-attacks. The collection of large amounts of plant floor data

nto cloud-based systems opens the promise of not just system-

evel visibility but also enterprise-level control and optimization.

mproved scheduling and control techniques can lead to lower

rices for consumers while providing higher profits to industries. 
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Fig. 5. Schematic representation of an integrated chemical production complex. 

Fig. 6. Data from the plant floor - either from programmable logic controllers (PLCs) or computer numerical controllers (CNCs) - is pushed to the cloud, where engineers use 

dashboards to monitor production, and automatic modelling and optimization methods are used for system-wide scheduling and control to improve the overall enterprise- 

wide operations. 
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Significant opportunities for automatic control exist at every

level of these complex manufacturing and production processes.

At the lowest levels, small gains from applying modern control

approaches to replace classical PID controllers can result in big

wins for large operations. Better models of the combined cyber and

physical system components can improve monitoring and control

strategies. Unscheduled downtime is one of the largest avoidable

costs in any production operation, so better diagnostics and opti-

mized predictive maintenance can pay large dividends. The great-
st challenges for control technologies require a global view of a

omplex operation, from supply chain through production opera-

ions and even out to the products’ consumers or end users. This

lobal view will be composed of myriad dynamic models seam-

essly stitched together, connecting through time and space. The

ppropriate interfaces between individual models and controllers

eed to be defined, and the mathematical techniques describing

heir connections and evolution must be developed. Once these

hallenges have been overcome, the opportunity for large-scale op-
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Fig. 7. Example of networked control systems. 

t  

a

4

 

h  

t  

o

4

 

w  

c  

f  

w  

d  

c  

n  

l  

t  

a  

n  

t  

t  

b  

n  

s  

a  

c  

a  

p  

t  

i  

t

 

a  

r  

w  

c  

o  

w  

i  

m  

o  

l  

e

 

c  

n  

v  

t  

t  

l  

n  

b  

r  

c  

s  

c  

g  

g  

a  

i  

m  

a  

r  

i  

p  

d  

c  

s

 

m  

t  

i  

a  

t  

W  

a  

w  

b  

i  

d  

e  

n  

r  

t  

p  

p  

n  
imization with uncertainty will allow for improved productivity

nd efficiency of production operations. 

. Key research and innovation challenges 

In this section, the main research and innovation challenges

ave been structured into seven domains, each of them having

heir own models and/or data and methodologies (horizontal lines

f Fig. 1 matrix). 

.1. Distributed networked control systems 

Given the importance of distributed sensing and control for a

ealth of application domains, such as autonomous vehicles, traffic

ontrol, manufacturing plants, smart cities and healthcare, the ef-

ects of practical limitations of the interconnections such as band-

idth, noise, delay and distortion, must be characterized and un-

erstood. In the traditional view of control, communication among

ontrolling and controlled entities occurs instantaneously with sig-

al degradation caused only by stochastic noise. In reality, de-

ays and signal degradation are common, especially when the dis-

ance between elements of a communication system is consider-

ble. Recently, three new approaches to the design of distributed

etworked control systems have been pursued. The first assumes

hat the communication protocol is given and aims at designing

he control algorithm so that the networked closed-loop is ro-

ust to the specific protocol-induced non-idealities (e.g. delays, sig-

al degradation, packet drops, etc.). The second, conversely, as-

umes that the control algorithm is given and aims at designing

nd configuring the communication protocol so that the networked

losed-loop guarantees a specified control performance. The two

pproaches above are based on the separation-of-concerns princi-

le and may be combined in the third approach of co-designing

he communication protocol and the control algorithm: this clearly

mproves optimality of the networked closed-loop performance at

he price of an increase in the dimension of the design space. 

Networked control ( Fig. 7 ) provides an interesting example of

 domain where interactions between research communities can

eap large benefits. Wireless as well as mixed communication,

here wireless connectivity is combined with wired communi-

ation, pose significant challenges, such as mitigating the effects

f the unreliability and stochastic time-varying characteristics of

ireless connections on control performance. In this context, it is

mportant to consider issues such as channel characterization, to

ake sure that channel communication quality meets the demands

f the control algorithm and power consumption, to maximize the
ife of wireless nodes. In general, these issues are currently consid-

red using heuristics and ad-hoc methods. 

How to design control for 
networked systems over wireless 

communica�on channels?

Much of the current research on networked control systems fo-

uses on fixed structures for communication and interaction. But

etworks of mobile vehicles or smart energy grids with time-

arying sets of producers and consumers, give rise to system struc-

ures which change over time. Control methods for networked sys-

ems must cope with communication links that may be estab-

ished for only a limited period of time. For example, in a con-

ected vehicle scenario, delayed information on the routes taken

y drivers can actually create an instability that is difficult to cor-

ect, whereby drivers acting on information about congestion de-

ide to take the same alternative routes at the same time. En-

uring stability or performance for systems in which communi-

ation or coupling between subsystems is restricted in this way,

oes well beyond present investigations of time delays or (sin-

le) packet-losses in communication. Combining control techniques

nd improved communication can indeed prevent this kind of

nstability. Another important aspect is that distributed systems

ust be able to continue smooth operations when a few nodes

re removed or added. This result can be obtained only if algo-

ithms are devised with the ability to self-reconfigure. These top-

cs, which are known and well-studied in (static) distributed com-

uting environments, emerge in a much more complex fashion in

istributed control systems, due to the dynamic phenomena that

haracterize all physical systems particularly feedback-controlled

ystems. 

How to design control
algorithms and network 
architectures for secure 

opera�ons resilient to failures 
and malicious intrusions?

Among the advantages of networked control systems, one of the

ost notable is the resilience to failures that is made possible by

he redundancy of communication nodes and links. With this pos-

tive characteristic, though, comes several challenges that require

dditional analysis and understanding to enable reliable applica-

ion of networked control systems, e.g. in safety-critical systems.

hile a failure of a single node can typically be better tolerated in

 networked system than in a centralized system, the robustness

ith respect to domino effects should be formally assessed. Mis-

ehaviours of agents can result from accidental faults or malicious

ntrusions of potential adversaries: the latter are generally more

ifficult to detect since the attacker may apply stealthy strategies

xploiting some knowledge of network configuration and plant dy-

amics (e.g. “reply” and “zero-dynamics” attacks). As witnessed in

ecent real-life events (e.g. the Stuxnet attack), cyber-terrorist in-

rusions can have devastating effects on infrastructures such as

ower distribution networks, and security is indeed a critical as-

ect to consider in networked control systems where (wireless)

odes are more vulnerable to attacks from potential malicious ad-
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versaries that can propagate false information or dangerous control

commands throughout networks. It is therefore crucial that a net-

worked control system be endowed with the capability to monitor

the correct functioning of its nodes, detect and isolate failures and

malicious attacks, and reconfigure the system to mitigate their ef-

fect on the performance of the closed-loop system. Currently, re-

silient control algorithms and architectures are being developed

to cope with attacks and networking non-idealities and vulner-

abilities that have been ignored in existing implementations for

too long. 

How to design control for 
networked systems with 

structures that change over �me 
and with communica�on links 
established in a limited period 

of �me?

In summary, co-design of control algorithms and network-

ing protocols for monitoring and re-configuration of networked

control systems is of paramount importance in developing effi-

cient, reliable, predictable, safe and secure control architectures

for large-scale networked industrial automation. Despite the im-

pressive opportunities offered by newly developed (wireless) com-

munication technologies for control purposes (lower configuration,

commissioning and maintenance costs; easier installation; broader

sensing/actuation capabilities; compositionality; runtime adapta-

tion and reconfiguration), tough scientific challenges arise: 

• Complexity: system designers and programmers need suitable

abstractions to resolve the inherent complexities arising from

the interaction of wireless devices, communication protocols

and complex dynamical systems. To this aim, theoretical re-

sults developed for classical modelling frameworks in Systems

& Control theory need to be extended to incorporate estab-

lished modelling frameworks in telecommunications and com-

puter science. The outcome of this integration, as evidenced by

the recent and rich scientific literature on hybrid systems the-

ory, generally leads to mathematical frameworks where analysis

of and design for even basic properties (e.g. stability) is com-

putationally intractable. Efficient methods for model-reduction

with guaranteed precision are critically needed and are cur-

rently the subject of intensive research both in the Systems &

Control and computer science scientific communities. 

• Reliability: development of effective and computationally prac-

tical methods to guarantee robust and predictable behaviour

despite (wireless) networking non-idealities is essential. To this

aim, classical results on robust and fault-tolerant control must

be specialized to dynamical models that can tightly approxi-

mate specific protocol-induced non-idealities. Moreover, robust-

ness metrics exploited in Systems & Control theory (e.g. H ∞ 

norm) need to be integrated with reliability metrics in commu-

nication theory (e.g. SNR, outage probability). 

• Security: it is evident that (wireless) networked technology

is intrinsically vulnerable, and security mechanisms for con-

trol loops are needed. Such security methods have been devel-

oped separately by the Systems & Control and telecommunica-

tions scientific communities. The co-design approach to inte-

grating networking and control gives birth to a new scenario,

where the exploitation of physical-layer methods (e.g. classical

Fault Detection and Isolation methods, where knowledge of the

physical systems dynamics is leveraged to detect anomalies)

and cyber-layer methods (e.g. Intrusion Detection Systems and
cryptography) in a cooperative fashion has potential to tremen-

dously improve the level of security of networked control sys-

tems. 

Developing new algorithms, protocols and procedures to en-

ble next-generation networked control systems to tackle the chal-

enges described above, can only be achieved through tight collab-

ration between scientists in Systems & Control theory, telecom-

unications and information theory, and computer science. 

.2. Data-driven modelling, machine learning and control 

.2.1. Data-driven dynamic modelling in a model–intensive future 

To understand, predict and control the environment, scientists

nd engineers intensively utilise mathematical models as this al-

ows for the simulation of the world on computers. Model-based

esign and optimization is the dominant paradigm in the sys-

ematic design, operation and maintenance of complex engineer-

ng systems. This is reflected in a wide range of technology do-

ains, from manufacturing and automotive systems to interacting

obotics, from smart energy grids to personalized health systems.

uture engineering developments require addressing dynamic sys-

ems that 

• are progressively more complex, interactive and distributed in

nature, 

• operate, to a large extent, autonomously, 

• accommodate changing environments and objectives, and 

• have ”learning” abilities, 

• thereby maintaining a verifiable high performance through ac-

tive actuation and control. 

In all these future developments, models will continue to serve

s a basis of accumulated knowledge to facilitate optimal design

nd operational strategies. While construction of underlying dy-

amic models relies to some extent on structural, physical and

ther first-principles relations, it will need to be complemented by

ata-driven approaches to estimate dynamic behaviour and chang-

ng characteristics of the environment. Specific examples where

ata-driven modelling may be needed include: 

• On-line accuracy and validity assessment of the model in re-

lation to its intended use (goal-oriented models). Systems must

be able to assess the validity of the models they use. This valid-

ity assessment must be an integral part of model development.

• Adaptation of the model to account for changing dynamics (pa-

rameters) and topology/interconnection structures, and charac-

terization of the model environment (disturbances); 

• Active learning, by probing the system/environment to generate

sensor information that is suitable for model adaptation and to

satisfy demands for accuracy, autonomy and robustness. 

These three requirements call for a paramount role for data-

riven modelling, which must be integrated in virtually all future

omplex engineering systems. 

When applied to the modelling and control of dynamic systems,

ata-driven modelling is known as system identification. System

dentification is a well-established field and discipline, for which

undamental principles were developed starting in the 1960s and

970s. It has also delivered an established framework for handling

arge scale systems which includes standard tools for model esti-

ation, model validation, accuracy analysis and model error and
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ncertainty quantification, as well as experiment design in differ-

nt structural configurations in open and closed loop operation. 

In order to maintain verifiable 
high performance, future 

engineering systems will need 
to be equipped with on-line 
capabili�es for ac�ve model 
learning and adapta�on, and 

for model accuracy assessment.

The new requirements for complex engineering systems deliver

ressing challenges for the field of system identification to address.

• The curse of complexity: Complex systems can hardly be iden-

tified in all their parts from manageable data records. Attempt-

ing a full description would in fact inevitably result in highly

uncertain and non-robust models. On the other hand, a model

should not be better than required for its intended use; users

prefer simple models that perform adequately to overly com-

plex models that describe systems in excessive detail. For ex-

ample, lowering the desired bit error rate of a receiver in

a communication system requires a more accurate channel

model. Developing task-oriented methods to better capitalize

on the available information is a major challenge presently fac-

ing the field of system identification. 

• Error quantification: One of the stiffest challenges in system

identification is verifying that the model captures the system

properties that are relevant to the problem under consideration.

While new techniques are emerging to steer models to better

describe impacts to the final performance, the problem of error

quantification by and large remains an open issue. 

• Structural constraints and variations: Many systems are

highly structured and have specific behaviour properties (e.g.

monotonicity). These characteristics should be respected by the

model which leads to including specific constraints in the iden-

tification process. However, this is not an easy task. For ex-

ample, effective identification in structured dynamic networks

is, to a large extent, still an open issue. It is natural to de-

compose many systems into hierarchical models with differ-

ent levels of abstraction, where the top level often represents

some emerging behaviour of the system. For example, biolog-

ical systems have levels ranging from molecular processes to

functional behaviours. A very interesting problem is how to en-

sure that the emerging behaviour is captured by the model be-

yond the low-level characteristics. There is also a wide range of

systems where structure varies in time. For example, internet

topology changes continuously as routers and users are added

and removed. These changes must be captured when they ap-

pear, by responsive identification methods. 

• Plug-and-play models: Object-oriented modelling is a very

powerful paradigm for physical modelling. In this paradigm, li-

braries can be constructed using components that are easy to

connect, thus speeding up model building dramatically. Identi-

fying large-scale systems is also eased by a modular approach

that can also capture the interaction between connected sub-

systems. Here, an important issue is assessing how model er-

rors in individual modules propagate through the entire model.

In fact, examples can be constructed where seemingly innocent

errors in individual components accrue to unacceptable levels

when the errors are correlated. 
• The cost of modelling: Reportedly, modelling costs represents

the major burden in most advanced engineering projects, in

some cases exceeding 50% of the total development cost. The

most obvious cost is the number of man-hours of expert en-

gineers. System identification is, at the present stage, very far

from being automatic: numerous knobs must be tuned and de-

cisions made during the identification procedure which require

expertise and human intervention. Significant effort s are un-

derway to develop robust procedures and algorithms that are

entirely data-driven to guide non-expert users to reliable so-

lutions. A second important cost is that of experimentation.

This cost depends upon the length of the experiment (i.e. the

amount of data required to obtain quality estimates) but also

on the performance degradation that often results during ex-

perimentation when – as is often the case – the experiment

requires applying excitation signals that degrade the quality of

the product. The full analysis and exploitation of these concepts

is one of the major challenges facing the system identification

community. 

From a research perspective, these challenges are not tied to a

articular application/technology, therefore, addressing them with 

 generic systems approach is particularly attractive. 

.2.2. Machine learning and systems & control 

A major opportunity for progress in Systems & Control de-

ives from exciting developments in the field of machine learning.

istorically, there have been close connections between machine

earning, artificial intelligence and control systems. Goals and vi-

ions of learning and adaptive control are closely related. For ex-

mple, many researchers have worked on utilising artificial neu-

al networks for adaptive control. The backpropagation algorithm

or training multi-layer neural networks traces its origins to some

echniques in linear systems theory. Control systems are critical for

reating intelligent, autonomous machines such as self-driving cars

nd autonomous robots. 

Recent years have seen very impressive and exciting develop-

ents in the fields of machine learning and artificial intelligence

AI). Stunning progress has been made on real-world performance

f face recognition, object recognition, speech recognition, lan-

uage translation and myriad other problems. Google’s AlphaGo

rogram defeated the world champion in the board game of Go,

nd IBM Watson handily beat the Jeopardy champion a few years

go. 

Within machine learning, the subfield of deep learning has been

nspired by the vision of using brain simulations and understand-

ng to improve design, training and performance of learning algo-

ithms. Taking advantage of graphics processors and parallel com-

uting, new and significantly more effective techniques for feature

earning and training multi-layer neural network models have been

eveloped. Deep learning is particularly well-suited to perception-

riented tasks. But a particularly interesting recent example is the

irect application of deep learning to self-driving cars. Reinforce-

ent learning, a key technique in machine learning, has strong

onnections with control theory in general and system identifica-

ion in particular. Recently, ideas from reinforcement learning have

een combined with deep learning architectures leading to signifi-

ant progress in AI. 

These advances are creating a fertile ground for deeper col-

aborations between Systems & Control researchers and the ma-

hine learning and AI community. Fundamental requirements from

 control viewpoint are likely to pose new questions in machine

earning and AI. Conversely, methodological advances in machine

earning and AI potentially offer new powerful tools for identifica-

ion and control. Such collaborations would occur through creative

ombinations of techniques from these related domains and/or
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they could be inspired by major application needs such as design

and verification of intelligent autonomous systems. Another key

direction involves utilising streaming data from distributed sen-

sors over communications networks to achieve control over large-

scale distributed systems such as energy systems, traffic systems,

etc. The best-case scenario would leverage the unique strengths of

these complementary areas to provide analytical assurance on per-

formance, stability and the generalized applicability, higher level

reasoning, perception and intelligence. 

4.3. Complexity and control 

4.3.1. Complexity in dynamical systems 

Complex engineering systems are often modelled by nonlinear

ordinary differential equations (ODEs) and partial differential equa-

tions (PDEs) with or without time delays. Nonlinear control theory

is characterized by major discoveries and numerous achievements

in solving problems of a general and difficult nature over the last

four decades. Emerging after the topics of nonlinear optimal con-

trol of the 1960s, the first theoretical breakthroughs of nonlinear

control theory addressed structural issues of geometric nonlinear

control in the 1970s and the feedback linearization and regulator

theories of the 1980s. The 1990s ushered in the era of stabilization

theory and adaptive and robust nonlinear control founded on the

tools of control Lyapunov functions, input-to-state stability, nonlin-

ear small gain theorems, integrator backstepping, forwarding and

nonlinear observers. The most recent decade has witnessed break-

throughs in designing controllers for infinite-dimensional nonlin-

ear systems, including nonlinear systems with delays, the devel-

opment of analysis tools for hybrid systems and the resurgence

of extremum seeking. Applications of advanced nonlinear con-

trollers have become commonplace in aerospace and automotive

engineering, energy systems, process control and numerous other

areas. 

From its modest beginnings in the early 1990s, when the focus

was on specific structures of interconnected scalar ODEs, nonlin-

ear control design has been ever-advancing, with future challenges

arising from interconnected systems of multiple PDEs and ODEs

with nonlinearities, as well as with PDEs whose moving bound-

aries are governed by differential equations. 

How does one control complex 
dynamical systems with 

modeling uncertain�es, delays, 
sampled-data measurements, 
and constraints on input and 

states?

Employing observer and controller designs for such complex

dynamical systems, and realistic scenarios such as modelling un-

certainties, delays, sampled-data measurements and constraints on

input and states, will keep the area of nonlinear control in step

with the development of applications in engineering, biomedical

and social sciences. 

4.3.2. Complexity in networks 

Many self-organizing systems are almost invariably complex dy-

namical systems since they depend upon the fact that, in certain

parameter regimes, when the number of constituents reaches a

critical density, coordinated behaviour ensues and patterns emerge.

Similarly, evolutionary and adaptive systems are typically com-

plex dynamical systems since they consist of numerous constituent
omponents that individually represent relatively simple physical

r biological processes, computational agents, etc., and these inter-

ct with each other according to known rules as to define a sys-

em, i.e. ’a system of systems.’ The individuals may be similar or

istinct, defining homogeneous or heterogeneous systems, respec-

ively. The behaviour of isolated individuals is typically described

y nonlinear dynamical systems. Exchanges among individuals de-

ermine connection graphs with complex topology that define net-

orks of varying degrees of connectivity and an evolutionary or

andom/stochastic topology. In many cases the network structure

s only implicitly known, concealed within massive quantities of

mpirical and simulation data. 

Even though the nature of each constituting system and the

nterconnections among them differ drastically from one domain

f study to another, at the level of mathematical and even

hilosophical abstraction, they exhibit the same characteristics,

hare similar requirements and may be analysed via common

pproaches. 

Complex systems exhibit some or all the following features: 

• Self-organization . Coherent macro-level behaviour of a com-

plex system appears as a result of local interconnections

between the micro-level components. Examples: swarming

among birds, insects and fish; growth and decay of the human

body; the development of the World Wide Web. 

• Adaptation/evolution. Complex systems often exhibit the abil-

ity to evolve and adapt to changing environmental conditions.

Examples: evolutionary development in biology (through muta-

tion and selection) and rapid adaptation of individuals in crisis

situations. 

• Transition. Significant positive feedback or random forcing can

lead to transitions between meta-stable states. Transitions at

tipping points may exhibit a hysteresis effect, making return

difficult. Transitions may be preceded by early warning signals

such as increased correlation of dynamic behaviour and slowed

recovery from perturbations. Examples: phase changes in ma-

terials, irreversible ecological changes, climate change and eco-

nomic instabilities. 

• Fragility and resilience. Behaviour of self-organized, adaptive

dynamics may be highly robust with respect to external per-

turbations: the system can be pushed far from its equilibrium

and still return to it when the external force is removed. Yet

other systems may be quite sensitive and vulnerable to cer-

tain perturbations. Examples of resilience in complex systems:

homeostasis in biological systems, robustness of the Internet

to random failures and vulnerability to targeted attacks, and

self-organization via social networks. For instance, in energy-

transformation networks, the improper management of faults,

overloads or simply adding to, or subtracting a generator from,

the transportation network may result in power outages or

even in large scale (continent-wide) blackouts. In neuronal net-

works, experimental evidence shows that inhibition/excitation

unbalance may result in excessive neuronal synchronization,

which, in turn, may be linked to neuro-degenerative diseases

such as Parkinson and epilepsy. 

How does one control complex 
systems exhibi�ng self-

organiza�on, adapta�on or 
evolu�on, transi�on and fragility 

or resilience dynamics?
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Complex systems have always been around. What is new and

hat has increased the urgency for research in this area, is

ankind’s success in engineering systems with complexity be-

ond our understanding, systems that can change our welfare and

ifestyles if we can control them. However, the greater challenge

ere, is learning to control such complex systems. Perhaps at a first

lance less technical, an example of a global economy connecting

ll banks over the world, producing and trading extremely intricate

nancial products have brought the world a serious financial cri-

is. Understanding such a banking network is, at the moment, far

eyond our understanding. To what extent the earlier mentioned

haracteristics of self-organization, adaptation/evolution, transition 

nd fragility and resilience, play a role in a network of banks, is by

o means easy to answer. 

The following discussion highlights some of the key features of

omplex systems: 

• Complexity can arise in different ways, one of which is due

to nonlinear individual dynamics; another is due to the large

number of intricate interconnections existing in the system. The

interplay between these two sources of complexity - network

complexity and individual nodal dynamics and its influence on

collective network dynamics is one of the key issues in the

analysis of complex systems. In addition, both an increase in

the number of system components and changes in the struc-

ture of interconnections can allow for many different types of

system behaviour. 

• Many complex systems – electrical, social, biological and neu-

ronal – often present a natural several-timescales partition

which may be induced by a multi-layered structure of the sys-

tem (e.g., as in electrical networks), hierarchical network struc-

ture, dynamics of system component interconnections (as in

neuronal systems), and possibly, dynamics of interconnections. 

• Most complex systems are ‘open’ – they never function in iso-

lation but in interaction with an environment. Therefore, anal-

ysis of such systems should also consider uncertainties and

perturbations induced by interactions with the environment,

which can be dynamic or heterogeneous. Perturbations in net-

work topology, computation or communication may propagate

errors throughout the network that can degrade performance

or, worse, result in positive feedback loops which tend to am-

plify the effect of the errors, thereby destabilizing the system. 

• Robustness of complex networks with respect to misbehaviour

of agents, which may be either due to accidental faults or ad-

versarial intrusion of potential adversaries. Among the funda-

mental issues in this direction are the influence of structure

modularity and delayed coupling on the robustness properties

of the overall network and its collective behaviour. 

• One more source of complexity concerns spatial networks.

While most of the work on complex systems heavily exploits

the structural and topological properties of the network in-

terconnections, the spatial aspect has received less attention.

However, constraints imposed by spatial/geographical embed-

ding can critically affect behaviour of a networked system. 

The high complexity of these systems implies that many rel-

vant questions cannot be addressed by considering an isolated

omponent of the system or even using the knowledge avail-

ble within a single discipline. Instead, these questions are in-

erently multidisciplinary, requiring understanding of the interplay

etween different disciplines. Issues surrounding such coupled, in-

erdependent networks are now becoming subjects of research,

ut because of their inter-disciplinarity, this research is still in its

nfancy. 

Addressing these challenges necessitates, besides the quest for

nderstanding complexity, developing methods to influence or

anage or otherwise gain control of such complex systems. The
ystems & Control researcher is needed in the inter-disciplinary

omplexity arena! 

.4. Critical infrastructure systems 

Critical Infrastructure Systems is a key class of applications

here safety and security are becoming extremely important.

hese systems provide the lifeline that physically ties communi-

ies and facilitates quality of life and economic growth. Examples

nclude energy and power systems, water systems, telecommuni-

ation networks, transportation systems and healthcare. The safety

nd security of critical infrastructure systems is a crucial chal-

enge for the years ahead. Experience has shown that critical in-

rastructure systems do fail . Failures may occur due to natural dis-

sters (such as earthquakes, flooding, etc.), accidental failures (such

s equipment failures, human error, software bugs), or because

f malicious attacks which may occur directly at strategic loca-

ions in the network or remotely by compromising communication

ommands or automation software. Failures in critical infrastruc-

ures are becoming more frequent and more dangerous. Large seg-

ents and components of the critical infrastructures in most de-

eloped countries are old or outdated, resulting in the deteriora-

ion of their performance and condition. 

When critical infrastructures fail, the consequences may be

remendous in terms of societal, health and economic aspects. For

xample, if a large geographical area experiences a blackout for an

xtended period, huge economic and societal costs may result. In

ovember 2006, a local fault in Germany’s power grid cascaded

hrough large areas of Europe, resulting in 10 million people left

n the dark in Germany, France, Austria, Italy, Belgium, and Spain.

imilar cascading blackouts have taken place in the USA. Likewise,

here are tremendous health hazards when something goes wrong

ith the water supply, especially if it is not detected and accom-

odated quickly. Many businesses cannot operate when the com-

unication networks are down. In the case of faults in transporta-

ion systems, we witness the effect of traffic congestion quite often

n sprawling metropolitan areas around the world. 

Managing and monitoring critical infrastructures systems is ex-

ected to become even more difficult in the future. Currently, these

nfrastructures are huge, and increasing in interconnectedness, ex-

eeding their original capacities for size and complexity. Moreover,

ue to deregulation and the use of renewable energy, critical in-

rastructures are increasingly more heterogeneous and distributed.

t is becoming more and more difficult to understand the details of

ow these networks work and to model interactions between var-

ous components. Monitoring and control of these infrastructures

s becoming more multi-scale, hierarchical and distributed, which

akes them even more vulnerable to propagating failures and tar-

eted attacks. 

How to manage and monitor 
cri�cal infrastructure systems? 
How to model the interac�ons 

between the various 
components?

In situations where a fault arises in some of the components

e.g., sensors, actuators, communication links), or an unexpected

vent occurs in the environment, serious degradation in perfor-

ance or, even worse, overall system failure may occur. Stan-

ard feedback control systems are typically not able to handle

brupt, significant changes in dynamics due to a fault or per-

istent erroneous sensor data, while in some cases the feedback
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controller may contribute to “hiding” incipient faults that de-

velop slowly over time, until it is too late to prevent a seri-

ous system failure. The issues of fault detection, diagnosis and

automatic recovery will become even more crucial in the fu-

ture as engineering systems become more interconnected, dis-

tributed and interacting, while at the same time functioning under

more demanding operating conditions and in more unstructured

environments. 

In addition to ensuring physical security against accidental

faults, the security of complex, large-scale distributed systems

against malicious attacks, i.e., cybersecurity, is a crucial issue for

many governments and businesses. The challenge of preserving

the integrity of coordination and cooperation of the components

of distributed control systems against malicious interferences is

paramount for control and automation systems. The relevance of

such problems became clear after several attacks, most promi-

nently the global-scale Stuxnet worm attack in 2010. Security is-

sues have been addressed in Industrial Automation Protocols both

at the LAN/WAN level and the Field Bus and Device level. Control

and automation systems are often implemented on embedded de-

vices using software tools. The drive to provide richer functionali-

ties, increased customizability and flexible adaptability requires the

ability to dynamically download software to devices. Without ade-

quate countermeasures, this ability may expose vulnerabilities that

are conducive to severe security breaches. The magnitude of this

problem will worsen with the rapid increase in software content

of networked control systems. 

How to ensure security against 
accidental type of faults or 
against malicious a�acks?

Rebuilding critical infrastructures from the ground up is out of

the question. Therefore, we need to work with existing infrastruc-

tures to enhance their efficiency, reliability and sustainability util-

ising instrumentation and smart software. To achieve this, there is

a need to develop both a system-theoretic framework for mod-

elling the behaviour of critical infrastructure systems and algo-

rithms for intelligent monitoring, control, fault diagnosis and se-

curity of such systems. 

The goal of the framework needed to develop smart criti-

cal infrastructures, is the enhancement of their reliability, fault-

tolerance and sustainability. Several features of such infrastruc-

tures provide opportunities for realizing this goal. The first of

these is the increasing presence of sensors and actuators. Whether

it’s electric power systems, water distributions networks, manu-

facturing processes, transportation systems or robotic systems, a

common feature is extensive instrumentation for monitoring and

control. Networked embedded systems and sensor/actuator net-

works are increasingly present in these infrastructures, where a

large amount of sensor data is collected and processed in real-

time to activate the appropriate actuators and achieve the de-

sired control objectives. The need for advanced monitoring and

control algorithms is becoming more crucial and challenging as

engineering systems and infrastructures are becoming more com-

plex, large-scale, distributed and interactive. New sensor/actuator

devices are continually being developed at reduced costs and in

larger quantities, while traditional monitoring and control speci-

fications and objectives are being expanded to include new sys-

tem aspects such as energy efficiency, environmental impact and

security. 

A second feature is the distributed or decentralized nature of

controlled systems, which necessitates a hierarchical architecture

for ensuring safety and security, where neighbouring fault diagno-

c  
is agents are cooperating at a local level, while transmitting their

nformation, as needed, to a regional or global monitoring agent,

esponsible for integrating in real-time local information into a

arge-scale “picture” of the health of the overall system. Key mo-

ivations are to exploit spatial and temporal correlations between

easured variables and develop the tools and design methodolo-

ies that will prevent relatively small faults or unexpected events

rom causing significant disruptions or complete system failures in

omplex distributed dynamical systems. 

Existing approaches to automated fault diagnosis and fault-

olerant control deal with monolithic centralized systems un-

er certain constraints on the model and the type of fault. For

istributed large-scale systems, a new monitoring and control

aradigm is needed to address distributed unknown environments,

here mathematical models may not be accurate or available.

herefore, fault diagnosis and security methods must be developed,

here the time history of the observed data and the inter-relations

etween spatially distributed sensing are exploited. It is important

o note that in the case of distributed interconnected systems there

s additional redundancy due to the spatial correlations between

bserved data. This spatial redundancy is present not only from

n observation viewpoint, but also from an actuation perspective,

nd can be exploited using learning and cooperative schemes in a

ault-adaptive framework. 

Yet another feature of critical infrastructures that should be

oted is the effect of interdependence between critical infras-

ructures. As digital instrumentation and communications become

ore advanced expand to a global scale, this effect takes even

ore of a centre stage. For example, the normal water supply

nd telecommunications operations require the steady supply of

lectric energy. The reverse is also true: generation and deliv-

ry of electric power relies on the provision of fuel and wa-

er, as well as various telecommunications for transferring data

nd controlling the power plants and networks. Brief power out-

ges may result in traffic congestion, or worse, fatal accidents.

he increasing interdependence between critical infrastructures

aises concerns about the vulnerability of these interconnected sys-

ems and the possible effects of cascading faults between various

nfrastructures. 

.5. Cyber-physical system of systems 

Increasingly, attention is being focused on the understanding

nd design of large-scale system of systems where cyber and

hysical components must interact and integrate to realize over-

ll performance measures. This class of systems, denoted as Cyber-

hysical System of Systems (CPSoS) introduces a variety of chal-

enges and opportunities for the Systems & Control community

 Engell et al., 2016 ). For optimization and control of CPSoS, which

re spatially distributed processes (e.g. electric power networks,

arge chemical or metallurgical plants, traffic systems, water dis-

ribution systems), a key issue is how to operate a large-scale

hysical system to maximize overall performance measures un-

er operational constraints, drawing from a broad range of in-

ormation sources, and to ensure a robust and stable operation

ven in case of subsystem failures. Performance measures typically

escribe economic and environmental criteria, while constraints

re related to dynamical restrictions of the process, limitations of

quipment and resources, and policy-based and regulatory bound-

ries (e.g. safety codes and emission limits). Information sources

nclude measurements from numerous sensors with different ac-

uracies, reliabilities and availabilities, models of processes, sensors
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mechanisms. 
nd communication channels and external factors such as market

nalyses and weather forecasts. 

How should wide-area socio-
technical systems with 

heterogeneous informa�on 
sources be managed and 

controlled in opera�onal regimes 
to maximize overall performance 

under relevant constraints? 

Due to the scope and complexity of large-scale cyber-physical

ystems, as well as ownership or management structures, the con-

rol and management tasks in CPSoS may be impossible to ac-

omplish in a centralized or strictly hierarchical top-down man-

er with one authority tightly controlling all subsystems. Instead,

here is a significant distribution of authority with partial local au-

onomy. In order to analyse and synthesize such CPSoS to ensure

eliability, efficiency and other desired performance metrics, sev-

ral challenges need to be addressed, the most important of which

re outlined below. 

• Distributed autonomy. The interaction and coordination of sys-

tems with partial autonomy in systems of systems, possibly

with dynamic membership, must be studied broadly. Examples

of applicable methods include population dynamics and con-

trol and market-based mechanisms for the distribution of con-

straining resources. In distributed management and control sys-

tems, local controllers have limited information regarding the

evolution of other subsystems and the actions of their con-

trollers. The value of information for stability and performance,

as well as the resiliency of distributed systems to failures of

system components needs to be analysed. Methods for the sys-

tematic design and verification of mechanisms for dynamic re-

configuration of the overall system due to a disconnect or shut-

down and re-integration of subsystems are required. The par-

tial autonomy of the components from the overall system of

systems perspective leads to uncertainty about the behaviour

of the subsystems. Therefore, system-wide coordination must

consider uncertain behaviour and must nonetheless guaran-

tee an acceptable performance of the overall system. Stochas-

tic optimization and risk management require further devel-

opment. Additional understanding regarding the influences of

management structure (centralized, hierarchical, distributed, 

clustered) on system performance and robustness is also

necessary. 

How can we design and verify 
methods for detec�on, 

reconfigura�on, and mi�ga�on in 
wide-area socio-technical 

systems to deal with different 
types of failures and recoveries?

Such features have naturally led to the development of

methods in Systems & Control theory which are based upon

a synthesis of dynamical game theory, stochastic control and

(non-classical) information theory. The present challenge is

to fully develop such a synthesis and integrate it with
methods permitting computationally tractable real-time 

solutions. 

• Failures, faults and anomalies. Failures take even more of a

centre stage in a CPSoS, as the number of faults and their

impacts increase enormously with expansion in scale and the

number of cyber-physical interactions. Hence there is a strong

need for mechanisms that detect abnormal states and for fail-

safe measures and fault tolerance at the systems level. Ad-

vanced monitoring of the system state and triggering of pre-

ventive maintenance based on monitoring results can signifi-

cantly reduce the number of unexpected faults, maintenance

costs and downtimes. Faults may propagate through multiple

layers of the management and automation hierarchy. Many CP-

SoS often experience cascading effects of component failures.

These abnormal events must therefore be handled across the

layers. 

• Adaptation and Plug-and-Play. CPSoS are operated and con-

tinuously improved over long periods of time. Performance tar-

gets and system structures change, and the overall system must

adapt to these changes while maintaining stability and perfor-

mance. New functionalities or improved performance must be

realized with limited changes to portions of the overall system.

Components are modified and added, and the scope of the sys-

tem may be extended or reduced. So engineering, to a large ex-

tent, must be performed at runtime. Additions and modifica-

tions of system components are greatly facilitated by plug-and-

play capabilities of components that are equipped with their

own management and control systems (“decentralized intelli-

gence”). 

• Cybersecurity . Cybersecurity is a very important element in

CPSoS. A specific challenge is recognizing obstructive sig-

nal injections or takeovers of components in order to cause

malfunctions, suboptimal performance, shutdowns or acci- 

dents, e.g. power outages. Detecting such attacks requires

considering both the behaviour of the physical elements

and the computerized monitoring, control and management

systems. To detect unsecure states, suitable isolation pro-

cedures and soft (partial) shut-down strategies must be

designed. 

• Emergent behaviour and self-organization. Due to distributed

autonomy and dynamic interactions, CPSoS can realize self-

organization and exhibit structure formation and system-

wide instability, in short, emergent behaviour. Predicting these

system-wide phenomena is an open challenge at the moment.

Distributed management and control methods must be de-

signed such that the overall system does not show undesired

emerging behaviour. Inputs from the field of dynamic struc-

ture or pattern formation in large systems with uncertain ele-

ments should be combined with classical stability analysis and

assume-guarantee reasoning. Methods must be developed such

that sufficient resiliency is built into the system so that local

variations, faults, and problems can be absorbed by the sys-

tem or be confined to the affected subsystem and its neigh-

bours, and no cascades or waves of disturbances are triggered

in the overall system. In fact, emergent behaviour can be re-

garded as the result of successful adaptation. But the challenge

is to understand this as a process in a dynamic recursive set-

ting. Rather than terminate, evolutionary processes respond to

continually changing circumstances by increasing the sophis-

tication, and typically the complexity, of a system’s control
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How can we leverage the 
structural and physical proper�es 
of the wide-area socio-technical

systems to develop effec�ve 
solu�ons to cyber-security 

problems?

• Interactions with humans. The human role becomes signif-

icantly more complex in a CPSoS, as it is no longer limited

to that of user or operator, but becomes that of empowered

agent. Human interventions in decision-makingintroduce an ad-

ditional nonlinearity and uncertainty in the system. Important

research issues include human capacity of attention and how

to provide motivation for sufficient attention and consistent

decision-making. It must be investigated how the capabilities

of humans and machines in real-time monitoring and deci-

sion making can be combined optimally. Future research on the

monitoring of the actions of the users and anticipating their be-

haviours and modelling their situation awareness is needed. So-

cial phenomena (e.g. the dynamics of user groups) may also be

considered. 

How to co-design control 
algorithms and communica�on 

protocols?

The efficient design and operation of such systems requires new

design support methodologies and software tools in the following

areas: 

How can we do model-based 
design of complex real-�me 

systems with heterogeneous and 
diverse modeling tools and 
representa�ons for various 

component subsystems?

• Validation and verification in CPSoS. A typical example of

a CPSoS is a distributed embedded system with several CPUs

and communication buses acting on multiple physical systems.

Given the combined presence of continuous dynamics and dis-

crete switching, CPSoS design verification is nontrivial and can-

not be carried out through exhaustive testing. Validation and

verification (V&V) requires a combination of tools from Sys-

tems & Control science, such as those used for stability anal-

ysis, with tools from computer science, such as static analysis,

model-checking, formal verification methods, and other tools

from real-time analysis. Different aspects of control systems are

often modelled using different formalisms, especially if both

continuous and discrete dynamics are present. This calls for

the integration of multiple formalisms into one environment,

seamlessly reusing models and integrating results obtained by

different tools. Besides the transformation of models from one

formalism into another, abstraction of models with guaranteed
preservation of certain properties is crucial, as it is neither fea-

sible nor reasonable to try to consider all details of a system in

each stage and on each level of the design process. 

New approaches are needed for V&V during the continuous

evolution of a CPSoS, ensuring correctness by design during its

evolution, and for verification, especially, on the system of sys-

tems level. New algorithms and tools should enable the au-

tomatic analysis of CPSoS which are large-scale, dynamically

varying and evolving. This includes formal languages and verifi-

cation techniques for heterogeneous distributed hybrid systems

including communication systems, theory for successive refine-

ments and abstractions of continuous and discrete systems so

that validation and verification at different levels of abstraction

are correlated, and the joint use of assume-guarantee reason-

ing and simulation-based (Monte Carlo) and exhaustive (model

checking) verification techniques. 

• System Integration in CPSoS. One of the most difficult and

important problems to solve in the near future is integrating

mathematically-sound control design and analysis methods into

industrial environments where heterogeneous software and for-

malism dominate, and where design data, documentation and

models abound on all design levels. These must be integrated

such that inconsistencies and errors are detected early. Such in-

tegration can lead to an enormous increase of the efficiency in

the design phase and in later operations. While the lack of such

integration today leads to a large waste of resources and lack

of robustness to errors, we can expect that as systems design

projects become more and more complex, the lack of such in-

tegration mechanisms may lead to an inability to successfully

complete complex projects at all. 

.6. Autonomy, cognition and control 

In consumer products, there is an increasing trend towards

igher degrees of autonomy in complex technical systems such

hat they can perform complex tasks (“missions“) and react au-

onomously to environmental influences rather than being guided

y humans. Not incidentally, the term “mission” comes from the

ilitary sector, where research has recently focused on unmanned

semi-) autonomous vehicles (UAV). 

Future autonomous systems such as robots in search and res-

ue operations, mining, deep sea exploration, etc. will need cogni-

ive capabilities including perception, reasoning, learning and oth-

rs. Cognitive control systems in automobiles, aircraft, houses and

ngineering applications will enhance safety and performance. An

xample is an energy management system in a hybrid electric ve-

icle: by continuously perceiving the driving style of the pilot and

earning to model this behaviour, it may leverage this knowledge

o optimize fuel consumption. Cognitive control can also be used

n social and group environments where cooperative execution of

omplex tasks is required of agents that can be humans, machines

r both. 

Autonomous and cognitive systems: 

• exhibit goal-oriented behaviour in sensing, thought and action

and flexibly change goals and behaviour depending on context

and experience; 

• act in unstructured environments without human intervention

and robustly responds to dynamic changes; 

• interact with humans and other cognitive systems to jointly

solve tasks. 

Today’s autonomous systems operate well in static, predictable

nvironments, but cannot cope with uncertainty and dynamic

hanges induced by interaction with complex and intelligent sys-

ems, such as humans. Designing a control system for this type of
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ask requires acquiring knowledge and understanding of the inter-

cting players via perception, reasoning and learning. Autonomous

ystems, e.g., parking assistants, home robots for the elderly and

almost) unmanned production systems, consist of a hierarchy of

eedback control loops in which large streams of data, often from

mage sensing, are processed. Today, collecting and storing large

mounts of data is no longer a challenge, but extracting meaning-

ul information from these data requires the adequate combination

f methods that are based on explicit mathematical models and

ence can be analysed rigorously. Advances in computing power

nd algorithms currently enable systems with a high degree of au-

onomy to be conceived, but the route from lab implementation

o safe and certified operation in the real world is very long. For

eployment of autonomous systems, their behaviour must be vali-

ated under all conceivable conditions. 

How to design autonomous 
systems with cogni�ve 

capabili�es so as to maximize 
synergy with humans for 

benefits to society?

Systems & Control theory provides well-understood methods to

stablish stability, i.e., guaranteed convergence to a desired state, of

omplex systems. But this is inadequate for autonomous systems

here continuous dynamics interact with algorithms that make

iscrete decisions. Testing of such systems can only cover a very

mall portion of the possible situations. A current trend is ex-post

erification which is out of reach for systems of significant size

ince it can only occur for a very small part of the possible situa-

ions. Therefore, a major challenge for the next decade is to design

uch systems with in-built verifiable monitoring and control mech-

nisms. To address such a challenge, interdisciplinary research is

equired on the edge of Systems & Control theory, information sci-

nce, computer science and statistics, which will enable the verifi-

ation and validation of highly autonomous systems. 

The rapid development of technology for sensing and actuating

evices, data storage and communication creates new opportuni-

ies for data-based control. In particular, increasingly complex data

ets and models require methods that can handle the data in a

calable and robust way. Applications include energy grids, trans-

ortation networks as well as health care systems. System iden-

ification is the term for data-driven modelling used in the con-

rol community. The dominant approach, based on statistical anal-

sis of parametric models, has been very successful as a basis for

eedback control. However, the need to handle large data sets in

igh dimensions is currently inspiring new methods using non-

arametric models closely related to Machine Learning. More re-

earch is needed to analyse how these models can be used effi-

iently in real-time applications. 

How to control autonomous 
systems ac�ng in unstructured 
environments without human 

interven�on and robustly 
respond to dynamic changes?

Systems of Systems (SoS), by their very nature are large, dis-

ributed and extremely complex, presenting a myriad of opera-

ional challenges. To cope with these challenges there is a need

or improved situational awareness. Gaining an overview of an en-
ire SoS is inherently complicated by the presence of decentral-

zed management and control. Introducing cognitive features to aid

oth operators and users of complex CPSoS is a key requirement

o reduce the complexity management burden from increased in-

erconnectivity and the data deluge presented by rising levels of

ata acquisition. This requires research in numerous areas to al-

ow vertical integration from the sensor level to supporting algo-

ithms for information extraction, decision support, automated and

elf-learning control, dynamic reconfiguration features and consid-

ration of the sociotechnical interactions with operators and users.

he following key subtopics have been identified as being neces-

ary to support a move to Cognitive CPSoS: 

• Situational awareness in large distributed systems with de-

centralized management and control. Operating a SoS effi-

ciently and robustly requires abilities to detect changes in de-

mands and operational conditions (from both the equipment

and other factors) and address anomalies and failures within

the system. This can only be achieved via the introduction of

much greater levels of data acquisition throughout the CPSoS

and the use of this data for optimization, decision support and

control. A key enabler is the introduction of novel, easy to in-

stall, low cost, sensor technologies and monitoring concepts.

If wireless monitoring is to be used, ultra-low power elec-

tronics and energy harvesting technologies will be required to

avoid the need for, and associated maintenance costs of, battery

change. Increased data gathering will also require robust wired

and wireless communication protocols that can deal with effi-

cient transmission of individual data values from a multitude

of sensors to streaming data at high rates, e.g. for vibration and

video monitoring. 

• Handling large amounts of data in real time to monitor sys-

tem performance and to detect faults and degradation. Fu-

ture challenges include: physical system integration of highly

complex data acquisition systems, management of the data del-

uge from the plethora of installed sensors and the fusion of

this with other information sources. This will require analysis

of large amounts of data in real-time to monitor system perfor-

mance and to detect faults or degradation. Here there is a need

for visualization tools to manage the complexity of the data

produced allowing managers to understand the “real-world in

real-time”, manage risk and make informed decisions on con-

trolling and optimizing the system. 

How to design and maintain 
complex high-performing control 

systems in a fully model-based 
fashion? 

• Learning good operation patterns from past examples and

auto-reconfiguration and adaptation. There is a great oppor-

tunity to aid system operators by incorporating learning capa-

bilities within decision support tools to identify good opera-

tional patterns from past examples. Additionally, to deal with

the complexity of managing system faults, which is a major

burden for operators of large systems, auto-reconfiguration and

adaptation features can be built into the systems. 

• Analysis of user behaviour and detection of needs and

anomalies. Finally, humans are an integral element in socio-

technical systems. Therefore, systems of systems need to be re-

silient to the effects of the natural unpredictable behaviour of

humans. There is thus a need to continuously analyse user be-



24 F. Lamnabhi-Lagarrigue et al. / Annual Reviews in Control 43 (2017) 1–64 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

i

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

haviour and its impact upon the system to ensure that this does

not result in system disruption. 

The result of combining real-world, real-time information for

decision support with autonomous control and learning fea-

tures will be Cognitive Cyber-Physical Systems of Systems that

will support both users and operators, providing situational

awareness and automated features to manage complexity that

will allow them to meet the challenges of the future. 

Much can be expected from the development of technologies

for increased autonomy from military and niche applications to

broader markets, e.g., driver assistance, personal assistance, mon-

itoring of elderly people, rehabilitation, intelligent heating, etc. The

basis of autonomy is the processing of data from the environment

and thus feedback – a classical feedback loop is the simplest im-

plementation of the principle of autonomy of a technical system.

Autonomous systems pose enormous challenges to design and test-

ing methodologies in order to assert safe and functionally correct

behaviour of such very complex real-time data processing systems

in all conceivable situations. 

4.7. Cyber-physical and human systems 

In recent years, the increasing number of sophisticated ma-

chines that cooperate closely with humans (e.g. in healthcare ap-

plications) or that require human operators have led to debates on

how to best consider human factors in Control. This trend has also

been visible through the increasing representation of human fac-

tors in control conferences and events over the last decade. 

While many control loops in technical devices of all kinds work

autonomously without human intervention (apart from the initial

tuning), large systems such as airplanes, power plants and urban

traffic control systems are controlled by human operators who in-

teract with the automatic control systems. 

In human operator controlled systems, one type of interaction

has operators (e.g., pilots) controlling the systems but with their

orders “translated” into the actuation (movement of the wing flaps

in an airplane, opening of valves in a power plant) by a subordi-

nate control system. In this case, the dynamics of the controlled

system must be shaped in such a way that its behaviour is consid-

ered as satisfactory by the human operator. Therefore, the scientific

approach is typically guided by human factor analysis. A more ad-

vanced approach has the controlled system working autonomously

while human operators supervise its behaviour and intervene in

case it is not judged appropriate or safe, by modifying set-points

or by switching (partly) to manual control. Early detection of faults

or changes in system behaviour is a crucial task in this case. A con-

trol system may also compute proposals for optimal system oper-

ation, e.g. an optimal adaptation to a change in power demand in

an electrical power plant, and offer these proposals to the opera-

tors who can accept or modify them and trigger their execution. 

In human cyber-physical shared control systems, there is no su-

periority of one or the other: humans and the cyber-physical sys-

tem (robots) share the tasks and goals, they communicate and co-

ordinate their joint action. 

Typical control system designs usually rely on three main steps:

modelling, decision and control. When a human being is a part of

such a control system all three steps become much more challeng-

ing to tackle, as illustrated below. 

Modelling includes a large scope of needs, and thus different

natures of modelling have been explored in the last decades. In

shared control, models of the human capabilities are equally im-

portant as the robotic system. There are two types of models for

the human: physical capability models and cognitive models. 

• Physical capability models rely on understanding the kinematic

and dynamic capabilities/limitations of the individual. Consider
an example of jointly human-robot lifting a heavy object. By

understanding the kinematic capabilities of the human, the

robot can adjust its configuration to the human to accomplish

the task. Another example of this symbiotic collaboration oc-

curs between the human driver and semi-automated car. The

design of lane-keeping control systems that share the control

of the steering wheel with the driver is now possible. 

• Psychologically-grounded cognitive models are needed for other

kinds of tasks involving tactical and strategic thinking. Exam-

ples include body motion modelling: human instrumentation

with sensors in the day-to-day life for detection of fatigue-

related indicators after a cerebrovascular accident (VCA); mod-

els of the creativity processes; modelling the human-decision

making; and models of the motion of groups of human beings.

On another level, brain models continue to represent a huge

challenge for healthcare applications. 

Decision systems have grown in importance with the increas-

ng of systems complexity, as illustrated below: 

• With the deployment of automated systems, the switch from

automatic to manual mode and vice-versa is a key issue that

has been widely discussed lately by the industrial and academic

communities. This includes the anticipation of fault detection

and consequently the need for switching off the system when

fault is detected in advance. Also, the decision of what to do in

situations when fault cannot be detected in advance (e.g. fault

in an automated vehicle leading to an emergency stop) is a key

recent research topic. In aviation, the importance of modelling

the pilot-aircraft coupling to prevent adverse interactions and

determine when to return control of the aircraft to the pilot,

has recently been underlined. This has high potential in the

prevention of loss-of-control events ( Hess, 2002 ). 

How to op�mally conjugate 
automated systems with the 

interplay of humans?

• Also, the modelling of the human can play a very important

role in the decision system design. In transportation, an ex-

ample is found on the choice of the driving assistance system to

be activated in each risky situation - a mental driver model is

essential to accomplish the choice - in driving, the control pro-

cesses in the human mind can be described at different levels,

with a widely-adopted scheme that proposed a description of

the driving task in three levels, as follows. The operational level

refers to the moment-to-moment vehicle handling where only

an intervening assistance system can recover a safe state of the

vehicle, if the situation is such that it demands the driver to use

his mind in this level. For example, if the vehicle slides due to

an icy road, the driver’s mind is functioning in the operational

level and an intervening system (ESP-like system) is absolutely

necessary to recover a safe state. The tactical level includes se-

lection of speed and following distance, decision to overtake,

etc., in which the driver has some time to plan. Intervening or

warning systems can be enough in the tactical level depending

on the situation. Finally, the strategic level includes tasks such

as route planning and navigation for which the driver has time

to plan his actions far in advance. Warning systems here can

hugely increase accident prevention. As opposed to the first ex-

ample, drivers will receive an alert notifying them of upcoming

road hazards and will have enough time to progressively reduce

their speeds before entering the risky zone. These three human



F. Lamnabhi-Lagarrigue et al. / Annual Reviews in Control 43 (2017) 1–64 25 

 

 

 

 

 

 

c  

g  

o  

h  

m  

s  

a  

s  

a  

a  

i  

n  

p  

t  

i  

e  

A  

m  

a  

c  

a  

u  

t  

w  

m  

h  

t  

c  

e  

i  

d  

s

 

s  

t  

b  

s  

s  

o  

t  

s  

i

 

c  

p  

m  

a  

l  

m  

p  

m  

i  

m  

o  

i  

e  

c

 

 

 

 

h  

m  

w  

p  

c  

t  

v  

l  

m  

s  

h  

t  

n  

m  

c

5

t

 

p  

t  

l  

b  

c  

H  

i  

S  

t  

c  

i  

S

5

5

 

a  

a  
cognitive models correspond to three (temporal) types of driv-

ing assistance systems that involve different challenges in terms

of design and evaluation. A decision system is normally very

complex, and many other parameters can be involved as fol-

lows: the movement of the surrounding vehicles, the awareness

of the driver, the weather, etc. 

How to integrate knowledge 
from social and behavioral 

sciences with cyber-physical 
systems to create a new field of 

Cyber-Physical and Human 
Systems?

In control , we identify two main design classes: human-

entered or machine-centered control designs. In the first, the

oal is to help a human. In the second, the goal is to properly

perate/control a machine. The human-centered design requires

igh-level understanding and modelling of the human being. The

achine-centered design often involves a H-M interface design

ince, in most cases, a human operates/supervises the machine(s)

nd process(es) as pointed out above. Many other fundamental re-

earch topics need to be studied and considered when designing

 control system for the human being. For example, situational

wareness – keeping the human operator "aware" when operat-

ng a machine. In the automotive domain, the "complacency" phe-

omenon may appear in case of an overly assistive system. This

arallels human physiology where a constant sensory signal (e.g.

he pressure of a seat on your back), is rapidly ignored as there

s no novel information. Thus, the system must be designed to

ngage the driver with informative feedback but avoid saturation.

nother element is the level of dependence of an individual on a

achine (e.g. some people can’t live without an insulin pump or

 dialysis machine). Similarly, the level of intrusiveness of a ma-

hine with respect to the human, is a crucial point in the driver

ssistance systems design, that is also closely related with the sit-

ation awareness: the willingness of an individual with respect to

he level of help given by the machine. Disabled people frequently

ish to determine the level of assistance themselves. A final ele-

ent involves the adequate design of controlled systems – meeting

uman needs while allowing humans to effectively interact with

hem – is a pressing issue in all kinds of assistance systems, espe-

ially for elderly and disabled persons. Learning is a process gov-

rned by feedback as well, so the design of computer-based teach-

ng systems could also benefit much from a system-theoretic un-

erstanding of the dynamics of human learning and how it can be

timulated. 

How to support humans with 
autonomous systems in a 

coopera�ve fashion?

Advanced control offers huge benefits for a more economic,

afer and ecologically more benign operation of potentially unsafe

echnical systems, but these benefits are often not fully achieved

ecause human operators do not accept the automatic system and

witch off important parts of its functions. The more complex and

ophisticated control systems become, the more difficult it is for

perators to understand the computed strategies and this may lead

o more instead of less manual interventions. There is little under-
tanding of the information needs of the operators and of the way

n which they perceive and process the information provided. 

The interplay of humans and highly automated systems with

omplex dynamics and complex controllers or the design of com-

lex control systems to assist humans require deep study with

ultidisciplinary effort s. Researchers from cognition, ergonomics

nd Systems & Control are examples. Furthermore, at a higher

evel, Cyber-physical systems are strongly impacting the society in

any arenas: healthcare, mobility and urban planning, for exam-

le. Market demands are changing, and impacts to the environ-

ent are significant. Going further, deeper ethical and philosoph-

cal discussions on which are the frontiers of technology and hu-

an constitute a fundamental topic. What are the limits on what

nly the technology can do? What can (should) only a human be-

ng do? We have discussed the Human-CPS systems and their ben-

fits, but which cases concern only the machine and which cases

oncern only the human have not been considered. 

Currently, levels of CPS-Human cooperation include: 

• Human-machine symbiosis (e.g. smart prosthetics) 

• Humans as “operators” of complex engineering systems (e.g.

aircraft pilots, car drivers, and process plant operators, robotic

surgery) 

• Humans as agents in multi-agent teams (e.g. road automation) 

• Humans as elements in controlled systems (e.g. comfort control

in homes and buildings) 

Future applications will to a much higher extent intertwine

uman operation with technical equipment. For the example of

anufacturing systems, today’s paradigm of strictly separating the

orkspace of robots and human operators will be partially re-

laced by cooperation of humans and robots to increase effi-

iency of complex production steps. In future traffic systems, au-

onomously operating vehicles will interact with human-operated

ehicles. Future control systems must therefore reach a new

evel of robustness with respect to the non-determinism of hu-

an behaviour. Control techniques must be able to timely re-

pond to new situations and unpredicted events arising from

uman behaviour, i.e. new controllers must be designed for sys-

em dynamics which include various types of probabilistic compo-

ents and stochastic distributions. Achieving high-control perfor-

ance while guaranteeing safety (e.g., avoiding collision of vehi-

les) will be a major challenge in this field. 

. Examples of high-impact Systems & Control applications in 

he coming decades 

In this section, twenty-two examples of Systems & Control ap-

lications are sketched. For each of them it is shown how the Sys-

ems & Control can contribute to facing the corresponding chal-

enges. Therefore these examples illustrate the cross fertilizing and

i-directional interplay ( Fig. 1 ) between the FIVE critical societal

hallenges described in Section 3 (Transportation, Energy, Water,

ealthcare and Manufacturing) with the SEVEN key research and

nnovation challenges described in the Section 4 (Cyber-Physical

ystems of Systems; Distributed networked control systems; Au-

onomy, cognition and control; Data-driven dynamic modelling and

ontrol; Cyber-Physical & Human Systems; Complexity and control

n networks; Critical infrastructure systems). Each sub-section of

ection 5 links to at least one of these critical societal challenges. 

.1. Road and air traffic management 

.1.1. Road traffic management 

Rush hour traffic congestion is common in most metropolitan

reas. The most obvious impacts of traffic congestion for citizens

re increased travel times, fuel consumption, emissions and noise.
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These effects are amplified when infrastructure is not operated at

maximum capacity during congestion, implying that fewer vehicles

than possible can proceed. The situation is worsening due to the

continuous increase of transportation demand while space is lack-

ing to build new infrastructure. New technologies in sensor net-

works and floating car data allows information about the traffic

to be measured in many ways and at many points on the roads.

This information can be used to develop innovative adaptive traf-

fic management policies, to provide real-time high-value informa-

tion for users and traffic operators. These include traffic-responsive

ramp metering and varying speed limits, traffic prediction indica-

tors (i.e. traveling time, optimal routing, incident indications, etc.). 

Traffic problems are typically addressed at the level of a single

vehicle or subsystem (e.g., in a specific arterial corridor or a part of

an urban road). Current control and resource optimization strate-

gies are inefficient when considering traffic at the local network

level. Today’s fragmented and uncoordinated approach presents a

significant obstacle to improving urban mobility and energy effi-

ciency. Future on-line traffic management systems will use integra-

tion of and cooperation between intelligent vehicles and roadside

infrastructure via in-car navigation, telecommunication and infor-

mation systems to provide a balanced utilization of the transporta-

tion system that considers various objectives and constraints such

as travel times, reliability, delays, emissions, CO2 reduction and

fuel consumption. 

Control challenges associated with this objective are: 

• Mathematical models : New traffic models need to be devel-

oped to account for the diversity of elements in the traffic sys-

tem, such as vehicle classes, and multiple transportation modes.

These will lead to design control strategies for traffic regula-

tion specific for each vehicle class and transportation mode. The

multi-modal models to be used as a basis for the controller de-

sign need to be simple, in order to keep the controller complex-

ity to a minimum, as required by online implementation. The

multi-modal models can be also used for the validation of the

control algorithms, as well as to monitor and control the over-

all pollution of the traffic network. Indeed, it is well-recognized

that vehicles are distinct in terms of the amount and type of

the emissions that they generate. Then, a model accounting for

multiple vehicle classes (e.g. distinguishing between cars and

trucks) and transportation modes (i.e. separately considering

buses, trams, etc.) results in being more appropriate than a con-

ventional single mode model in representing a traffic system

as far as air and noise pollution is concerned. The multi-modal

models used for validation and emission evaluation are neces-

sarily more complex that those used for the controller design.

Moreover, since emissions strictly depend on the age, type and

size of each vehicle, a combination of micro and macro mod-

els will be necessary to capture these aspects with sufficient

accuracy. More refined models will also require more efficient

and advanced computing facilities, such as parallel and/or cloud

computing. 

• Coordinated control among subsystems : Control methodolo-

gies and architectures for operating the road network as a

whole in metropolitan areas will be developed. It is indeed of

paramount importance to ensure the expeditious movement of

traffic on urban roads and a smooth interface with surround-

ing traffic networks. The control objective will be to proactively

prevent traffic congestion by efficiently distributing the flow of

traffic in the metropolitan area, avoiding tailbacks spreading to

neighbouring traffic systems. Circulatory traffic signals, variable

message signs and suitably synchronized traffic lights will be

used to implement strategies designed relying on consensus ar-

guments, game theory approaches, supervisory and distributed

control methodologies. The balance of local control actions and
their coordination must consider global criteria regarding the

average traffic in the entire metropolitan areas and, in partic-

ular, the necessity of maximizing the capacity offered by the

infrastructures. 

• Model-based travel time forecasting : This will require de-

velopment of advanced online prediction algorithms based

on modelling of users’ travel choices and typical drivers’ be-

haviours, in addition to traffic data provided by the sensors

and historical data. The prediction algorithms need to forecast

the occurrence of shockwave phenomena and accurately local-

ize the shockwave front in the traffic network. Advanced fore-

casting could include an offline determination of the typical

trends of the traffic evolution in specific moment of the day or

of the week, based on the extraction of specific patterns from

historical data. This implies the ability of the forecasting sys-

tem to deal with “big data” and the numerical aspects related

to this topic. The offline computed forecasts will be comple-

mented with efficient online adjustments based on the mea-

sured data which requires significant efficiency in data acquisi-

tion, transmission and processing. 

• Optimal routing for dynamical traffic networks : This research

will focus on new online optimal planning algorithms account-

ing for traffic flow congestion and modern vehicle-to-network

communication policies. In the literature, several road pricing

methods have been proposed to reduce congestion in traffic

networks with the aim of inducing drivers to follow specific

routes so as to reach a system-optimal distribution of traffic on

available roads. This can minimize the total time spent by vehi-

cles in the network. In general, there is a non-correspondence

between a system-optimal traffic distribution and the behaviour

of traffic participants following their individual interests and

being insufficiently informed on the current and predicted

traffic situation. This lack of information can be overcome

in a still futuristic yet realistic scenario by massive vehicle-

to-vehicle and vehicle-to-infrastructure, i.e. vehicle-to-network,

communication. In this new paradigm, one expects the road au-

thority to act as a leader player by pricing the roads which are

the links of the considered traffic network. The drivers, as fol-

lower players, are asked to adapt their route choices according

to the pricing strategy. The vehicle-to-network communication

can contribute to increasing users’ confidence in the pricing

system and their consequent adherence to the system-optimal

routing. 

• Resilient traffic control: This aspect requires control and com-

munication strategies designed to account for vulnerabilities in-

troduced by subnetwork interconnections and feature resilience

against malicious attacks on actuators (e.g., traffic lights) and

sensors. Malicious attacks are facilitated by the modern trend

in interconnecting supervisory control and data acquisition sys-

tems which uses the standard TCP/IP suite of protocols to de-

sign, maintain and troubleshoot the communication infrastruc-

ture, as well as interconnect different access points through

the public internet. Yet, this use of well-known protocols and

the interconnection with the public internet, expose the over-

all control system to malicious attacks. Therefore, even in traf-

fic networks, it is fundamental to guarantee secure operation

and provide fault detection and isolation capabilities. Finally,

it is advisable to develop strategies to reconfigure the sensor

and actuator networks in order to maintain acceptable perfor-

mance of traffic control systems, even in the presence of faults

or attacks. In other terms, traffic systems must be able to de-

fend themselves from attacks by promptly changing their con-

trol paradigm and communication topology so as to avoid cas-

cading failures. 

• Exploiting new data sources: Recent advances in technology

have resulted in numerous new monitoring systems which
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expand the amount and type of traffic measurements. One

may now receive data from radar, mobile phones, Bluetooth-

equipped vehicles, video cameras, magnetometers, etc. In order

to reconstruct more accurate traffic variable evaluations, het-

erogeneous traffic data must be fused in a parsimonious way.

Moreover, since technology advances in have opened the door

to large fleets of probe vehicles, it is also necessary to con-

sider that, together with traditional flow and time mean speed

measurements relative to a local section monitored continu-

ously in time, probe vehicles can provide additional data, such

as space mean speed and travel time relative to road segments

monitored in specific time intervals. Several approaches, mainly

based on the Extended Kalman Filter, have been proposed in

the literature to address data fusion issues in traffic systems

when new data sources are considered. Yet, there is still room

for improvement in terms of algorithm efficiency and estima-

tion accuracy. Novel data fusion techniques need to be devel-

oped to also improve traffic monitoring systems aimed at auto-

matic incident detection. Finally, more efficient data fusion ca-

pabilities will benefit traffic forecasting and traffic control. 

• Secure and privacy-preserving data sharing: In the emerg-

ing scenario in which data sources can be exploited, one must

address privacy issues and develop traffic control strategies

with communication constrained by secured real-time infor-

mation sharing and privacy-preserving data aggregation. This

is particularly crucial for probe vehicle-based automotive traf-

fic monitoring and control systems. In such systems, it is of

utmost importance to guarantee anonymity in a dataset of

location traces while maintaining high data accuracy. Well-

known anonymization algorithms may fail to provide privacy

guarantees for drivers in low-density areas (i.e., where the

user density is low, the spatial-temporal characteristics of the

data can allow tracking and re-identification of anonymous

vehicles) or may not meet the prescribed accuracy require-

ments. To achieve secure, accurate and privacy-preserving data

sharing, and, specifically, to guarantee privacy in a location

dataset, it is necessary to design algorithms that hide location

samples or modify location traces, while maintaining the accu-

racy of the original time-series/location data. Metrics describing

how long an individual vehicle can be tracked in the data set

should also be introduced. Based on these metrics, reliable pri-

vacy algorithms capable of guaranteeing a specified maximum

time-to-oblivion will be formulated to overcome the dilemma

between privacy and accuracy in data sharing. 

.1.2. Air traffic management 

Air traffic volume has steadily increased over the past four

ecades, accelerated by worldwide deregulation of the industry in

he 1980s. According to the IATA ( www.iata.org ), nearly 3 billion

assengers and over 50 million metric tons of cargo were trans-

orted by air in 2013. During that year, aviation supported 57 mil-

ion jobs and generated over US $2.2 trillion in economic activity,

orldwide. 

By some estimates, world aviation is expected to grow by 25%

o 30% in the next decade. The accompanying increase in the

umber of aircraft utilizing air transportation resources will re-

uire substantial modifications to the present air traffic control

onfigurations and procedures. Even if air transportation safety

etrics manage to remain at their present levels, this large in-

rease in traffic volume will adversely impact system throughput.

n anticipation of this fact, Federal Aviation Administration in the

nited States and the EUROCONTROL Organization have initiated

he NextGen and the SESAR programs, respectively. The objective

f these efforts is to facilitate a safe path to scaling the air traf-

c control system without compromising performance. In view of

he sweeping changes required to enable this transition, the sys-
em has been renamed as the Air Traffic Management System in

ecent years. 

The air traffic management system is a human-centred auto-

ated system in which controllers monitor the air traffic and com-

unicate with the pilots to ensure conformance with pre-filed

ight plans and approve any changes to them, while safeguard-

ng aircraft separation . An important objective of the system is to

aintain throughput under weather and traffic flow perturbations.

Radar-transponder based surveillance and simplex VHF/UHF

oice communications were at the core of the system. Until re-

ently, traffic volumes were low enough to enable the airspace

o be segmented into the air traffic control centres and sec-

ors, with individual sector controllers ensuring aircraft separation

hile aligning traffic flow objectives with centre-level traffic coor-

inators. This approach breaks the problem into a series of scalar

ow and separation control problems, amenable to manual control

equiring virtually no automation. 

Increased air traffic volume requires complex simultaneous in-

eractions between multiple traffic streams to ensure conflict-free

erging and spacing. Complete manual control may not be prac-

ical without substantially increasing the number of sectors and

ith them, the attendant communication and coordination difficul-

ies. Availability of widespread Global Navigation Satellite Systems

GNSS) and wireless data communication technologies provide the

asis for automating several of the lower-level controller tasks, en-

bling the eventual elevation of the human controllers to role of

raffic managers. 

• Just as automatic flight control technologies have substantially

reduced pilot workload in the cockpit, while significantly im-

proving aviation safety over the past five decades, emerging

automation tools are expected to reduce controller workload

and enhance throughput. High-level decisions may continue to

be under manual control, with more routine activities such as

separation assurance being automated both on the ground and

on board aircraft. 

• In the flight control arena, cockpit automation began in 1912

with a two-axis autopilot developed and demonstrated by

Lawrence Sperry. Flight control technology has now reached a

highly-advanced state with the full authority fly-by-wire digi-

tal flight control systems on modern-day airliners, in which the

pilot’s role is largely that of a flight manager responsible for se-

lecting the modes and commands to be executed by the flight

control system. On some of the more advanced airliners, it is

possible to auto-taxi to the runway, take off, cruise and land

automatically, with little or no pilot intervention. However, it

is interesting to note that even with such high levels of auton-

omy, the pilot is still expected to intervene and takeover control

whenever the automation has difficulties in resolving ambigu-

ous situations. 

• Automation in air traffic management appears following a simi-

lar development pathway. Research over the past three decades

have been focused on developing decision support systems for

the controller, wherein the automation synthesizes advisories

based on the sensor data, which the human controller decides

to either discard or implement. Algorithms from the Systems

& Control discipline form the basis for synthesizing the advi-

sories. Techniques such as model-predictive control, linear and

nonlinear programming algorithms, dynamic programming and 

advanced state estimation techniques are being employed for

the synthesis of these advisories. 

• After gaining adequate experience with this approach to grad-

uated automation, down the road it is likely that human con-

trollers will be relieved of certain lower level functions such as

the separation assurance. The air traffic automation system will

then form the "outer loop" around the flight control systems on

http://www.iata.org
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board individual aircraft to automatically meet most of the air

traffic management objectives. 

• The emergence of low-cost unmanned aircraft systems (UAS) is

accelerating the trend towards automation, due to the sheer

number of aircraft that will soon the airspace. This fact has

prompted several industry experts to speculate that it is higher

likely that extensive air traffic management automation may

occur sooner than anticipated. Systems & Control technologies

will be central to this transition. 

It is difficult to imagine the modern world without aviation:

it enables delivery of personnel and supplies for disaster relief

around the world; it provides better coordination of human and

material resources to manage global pandemics; it offers access to

widely dispersed markets for perishable goods from all over the

world; and it enhances opportunities for more frequent cultural

interchange, improving understanding between peoples and na-

tions. As population increases and the standard of living improves

worldwide, aviation can become the main mode of human trans-

portation and commerce. It is essential that this industry continues

to grow and evolve, to enable much tighter integration of world

economies and ensure continued prosperity of all humankind. 

5.2. Automotive control 

Basic concept 

Depending on the traffic situation, at times, driving may be

a pleasurable experience. Otherwise, in congestion or on long

monotonous trips, it may become a source of fatigue and irrita-

tion. According to the 2013 European accident and safety report,

approximately 1.2 million individuals worldwide perish in traffic

accidents every year, with over 90% of accidents caused by human

error. These figures could be significantly reduced if the human

driver is helped by a control system which is free from inherent

human biological limitations like drowsiness, fatigue and inability

to focus on a task for prolonged periods of time. 

One solution is the development of autonomously driven vehi-

cles. The Eureka PROMETHEUS project (PROgraMme for a European

Traffic of Highest Efficiency and Unprecedented Safety, 1987–1995)

was one of the early demonstrators of the fully automated road

vehicle. Since then, significant advancements in on-board com-

puting capacity have enabled real-time image processing such as

object/edge detection, recognition, classification and tracking. This

presents a possibility to apply automated lateral (vehicle direction)

and longitudinal (vehicle speed or acceleration) control for road

vehicles ( Shift2Rail Multi-Annual Action Plan 2015 ). 

Control challenges 

Maximum safety and minimum energy expense with comfort

characterizes the definition of ideal human mobility. Advanced

Driving Assistance Systems (ADAS) have been traditionally associ-

ated with driver/passenger comfort and safety enhancement. On

the other hand, energy efficiency which is significant with re-

spect to CO2 emissions and carbon footprint of mobility, has been

largely addressed through Powertrain or Energy Management Sys-

tems (PMS or EMS) and not through ADAS. 

As of today, the automobile "as a machine” is on the verge of

reinventing itself, and its conversion to a fully automated mobile-

robot may happen sooner than projected. In an Autonomously

Driving Vehicle (ADV), the architecture must support simultane-

ous lateral and longitudinal autonomous control. Hence, the active

safety systems (integrated into motion control) must co-operate

with the powertrain control systems. In fact, the concept of ADV,

where the driver himself is replaced, renders the original definition

of driving assistance obsolete. Therefore, a completely new and ex-

panded architecture is emerging where the advanced driving assis-

tance systems fully co-operate with the powertrain management
ystems to generate a safe motion control vector for the vehicle as

hown in Fig. 8 . 

In parallel, there has been high-level penetration of ICT in the

utomotive field resulting in development of automotive-specific

ata exchange platforms like Vehicle to Vehicle (V2V) and Vehi-

le to Infrastructure (V2I). Furthermore, it enables electronic map-

ing and navigational guidance through the eHorizon and Traf-

c control algorithms. This has resulted into advancement of a

ew approach towards transportation management coined Intelli-

ent Transportation Systems (ITS). ITS facilitates the supply of rel-

vant information to the vehicle motion control system so that in-

elligent decisions regarding safety (trajectory planning, safe head-

ay, lane keeping, etc.) and efficiency (eco-driving, energy saving,

tc.) ( PReVENT Project official website. 2017 ) can be computed and

mplemented in real-time. From the scenario described above, it

s clear that the ADAS of the future presents higher capabilities

nd more advanced characteristics than those implemented today.

ence it is important to revisit the defining properties of ADAS in

rder to establish the new capabilities, requirements and limita-

ions for the ADAS of future. Automation is the key to realizing

his improvement. 

• Safe and efficient mobility: The new generation of ADAS is

expected to improve both safety, and overall efficiency. While

driver and pedestrian safety form an important part of human

mobility (EU FP6, FP7 programs), it is also imperative to bal-

ance it with environmental safety. Thus, the newly coined term

“eco-driving" comes into existence. Hence, ADAS having eco-

driving capabilities are classified as Eco-Driving Assistance Sys-

tems (EDAS). Researchers have focused their efforts on coach-

ing the driver to drive as efficiently as possible. However, for

many individuals, driving style closely resembles their person-

ality, and constant advice on driving style may often become

irritating. 

Theoretically, autonomous driving presents several advantages

over human driving. For example, control hardware will

never experience fatigue or be distracted from given tasks.

However, safety is not the most significant improvement

that autonomous driving can offer. Embedded processors are

better suited for processing information relevant to future

driving conditions and compute intelligent decisions quickly

without compromising the given driving task. This is impos-

sible for a human driver given the complex data and mul-

titasking requirements demanded from him while he is al-

ready occupied with the basic driving task. Moreover, there

are certain eco-driving manoeuvres like intelligent traffic

signal to vehicle communication, efficient velocity trajectory

decision and tracking, efficient acceleration control, intelli-

gent intersection management, etc. that are better managed

by the autonomous controller than by human intervention. 

The modern car is being loaded with so much technology that

more information than a human brain can process is being

presented to it every instant through the human machine in-

terface. This might, in a strange twist, lead to reduced safety.

To balance safety and efficiency, a more logical solution may

be to eliminate the driver from the equation and load him

with an easy supervisory task while the autonomous car

controls itself laterally and longitudinally. 

Although most research related to the EDAS to-date has been

concentrated in area of conventional Internal Combustion

(IC) engine vehicles, the development of hybrid and elec-

tric vehicles has added another dimension to the capabili-

ties of EDAS functions. The alliance of the dynamic program-

ming method and ECMS (Equivalent Consumption Minimiza-

tion Strategy) manage the compromise between IC and Elec-

tric engines of hybrid vehicles. 
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Fig. 8. ADAS, EMS/PMS and ITS co-operation. 
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Hybridization allows for part of the power requirement to be

supplied from an electric source which is clean and dis-

tinctly efficient as compared to IC engine. Therefore, in any

development of new generation EDAS functions, it becomes

necessary to integrate the hybrid powertrain controller or

energy management systems together with motion control

systems. Moreover, the tradition of designing the EDAS as

a separate system needs to be modified. The association of

control and optimization methods in real-time will permit

it. 

• Comfort and efficiency: The EDAS must also consider the

limitations of longitudinal and lateral acceleration, as well as

the jerk limits thereby ensuring a smooth trip for the driver

and passengers. Commercially available intelligent systems like

highly-automated ACC (Advanced Cruise Control) are regulated

by international standards which consider driver and passenger

comfort characteristics such as acceleration/deceleration and

jerk limitations. Another example is the Mercedes-Benz Intelli-

gent Drive which goes one step further to ensure driver comfort

with extensive vehicle system automation ranging from lighting

systems to active chassis control. 

• Automation and component life: Even with additional infor-

mation about beyond-horizon traffic and road conditions, the

effectiveness of EDAS is mainly characterized by the powertrain.

A conventional IC engine powertrain offers far less flexibility to

effectively use the ITS available data than the hybrid electric

or even the pure electric powertrain. The main reason for this

is that hybridization not only offers access to clean and effi-

cient energy but also provides regeneration of the excess spent

energy. However, the single most important component in the

hybrid system is the battery which is not only prohibitively

costly, but also very sensitive to operational deviations. Test-

ing at Chalmers University (Sweden) suggests that the lithium-

ion battery aging process is closely related to the loss of cy-

clable lithium. The loss of cyclable lithium is attributed to very

high charge or discharge current which means that very high

acceleration or high power demand from battery may damage
it. Therefore, the EDAS must control the powertrain to oper-

ate within the allowable limits of such sensitive and expensive

components. 

New generation lithium batteries allow for a high charge accep-

ance without irreparable damage to their chemistry. It is normally

efined in terms of time constraints as a 10 s or 15 s regeneration

ulse. This phenomenon limits the time and in turn the amount

f energy that can be harvested during the regenerative braking.

herefore, it is matter of complex optimization between saving

egenerative energy and conserving the battery life. The modern

DAS must consider several factors in balancing the component life

nd preserving efficient operation while maintaining driver safety

nd comfort. 

Automation and system architecture: The road towards a full

ehicle automation is still quite long. The Society of Automotive

ngineers (SAE) has defined the following six levels of driving au-

omation: 

1 No automation (driver alone) 

2 Driving assistance (anti-lock braking system (ABS); electronic

stability program (ESP)) 

3 Partial automation (longitudinal or lateral modes, Lane Keeping

Assistance System (LKAS), Speed Control) 

4 Conditional automation (Adaptive Cruise Control + LKAS, Park

assist) 

5 High automation (supervised) 

6 Full automation (Google car) 

These control strategies require driving to be shared between

he driver and the automat to realize braking, engine or steer-

ng control. This implies the conception of new components and

he decoupling of command and control with X-by-Wire systems

brake-by-wire with electro-hydraulic braking, steer-by-wire with 

ackup steering column, redundancy of sensors and actuators).

his new mechatronic architecture will help the development of

ew ADAS in addition to reducing vehicle mass and improving ve-

icle design. But electronic systems are prone to be inoperative,

nd in case of failure, criticality is high. In case of failure (braking

r steering), could the system give back the hand to the driver? 
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Fig. 9. Communication based train control. 
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To use this kind of architecture, failures must be diagnosed and

automatically corrected in real-time. This uses the fault tolerant di-

agnosis techniques (fault detection and localization, strategies of

accommodation). Several methods exist: 

• Vehicle model-based fault detection (analytic redundancy) 

• Independent braking/steering actuators (for trajectory control): 

◦ Differential braking in case of steering failure 

◦ Active steering in case of braking failure 

In addition, the observer designs can help the diagnosis part to

realize a complete supervisor. 

In theory at least, automated systems promise to increase safety

levels and passenger comfort. Therefore, preliminary research ef-

forts were concentrated to achieve a high degree of confidence in

lateral control of the vehicle. However, vehicle automation offers

much more than just safety and comfort; it offers an efficient ve-

hicle. 

5.3. Control on railways 

This section explains the operational and technological back-

ground to railways. It identifies currently anticipated develop-

ments, longer-term possibilities arising from Systems & Control,

and concludes by suggesting related research challenges. 

Attributes of Railways 

Railways throughout much of the world have undergone sub-

stantial change in the last two decades, and now they are not

only accepted as an essential part of national infrastructure but

also contribute significantly to a sustainable future. Railways can

be broadly classified as metros for cities, light rail for urban ar-

eas, regional railways for more rural areas and high-speed trains

for intercity travel. All use narrow corridors of land to provide

extremely safe, high-capacity transport, both for passengers and

some types of freight. Many existing and almost all new rail-

ways use electric trains, and rails’ "green credentials" are well

founded, albeit this is under challenge from competing transport

modes, especially in light of automobile improvements. However,

unlike automobiles, electric trains are already grid-connected and

therefore able to take advantage of the progressive decarboni-

sation of national energy supplies, which gives them a signifi-

cant head start over electric road vehicles from a sustainability

viewpoint. 

Despite this unique selling point, in many countries the price

to passengers and the cost to government, in terms of subsidy, are

a disincentive to achieving a much larger market share, added to

which many critical parts of existing networks are already oper-

ating close to maximum capacity. Also, passengers’ expectations

in terms of flexibility, quality and reliability of service inevitably

rise as time progresses. Consequently, railways must face some

key challenges in order to deliver their potential in the future.

Europe in particular, has ambitious technical strategies aimed to-

wards meeting these various challenges ( Shift2Rail Multi-Annual

Action Plan 2015 ), and the UK uses the concept of the “4 Cs” (Cost,

Capacity, Carbon, Customer) to motivate R&D agendas ( Railway

Technical Strategy 2012 ). 

Principles of rail traffic management 

Rail traffic management involves both a safety layer and a man-

agement layer. The safety layer ensures safe separation of trains,

traditionally by means of lineside signals protecting fixed blocks

of track. Ensuring that only one train is in any block provides a

safe stopping distance to a following train in the case of a prob-

lem with the preceding train, and the signals also protect the ap-

proach to track switches, junctions and stations. The principal chal-

lenge is the very high integrity level required to preserve the safety

standard: railways have traditionally worked upon a “fail-safe” ap-

proach so that if anything goes wrong all the relevant trains are
topped, but this is generally not consistent with achieving high

eliability. 

The management layer involves an agreed operational timetable

o determine normal operation, combined with automatic route-

etting in localised regions around nodes (junctions, stations, etc.),

y which common train movements are fully automated accord-

ng to a predetermined schedule or script. Although control used

o be localised in signal boxes, etc., nowadays overall control

as progressively become centralised into control centres cover-

ng many kilometres of the surrounding network. The location of

he trains is generally via track-based techniques such as track cir-

uits and axle counters which send information directly to the con-

rol centre. The trains themselves are therefore essentially “dumb”:

rain drivers have to obey running instructions from the lineside

ignals, although in some cases these are repeated within the

riving cab. 

The theoretical capacity for a plain line (e.g. trains per hour,

r the “headway” times between trains) can be calculated, but as

oon as there are any fixed nodes (principally stations and junc-

ions) this theoretical level is not achievable, and in practice ca-

acity is very difficult to quantify which means that designing of

he operational timetable to accommodate the greatest number of

rains is a complex process. Also, there is a trade-off between ca-

acity and reliability: attempting to operate very close to maxi-

um capacity means that even minor problems with the track

r trains may create a large disruption as the effects propagate

round the surrounding portions of the network (i.e. the railways’

quivalent of congestion on roads). For this reason, railways typi-

ally aim to run at 70% of maximum capacity. 

Current and anticipated developments in command and con-

rol 

Direct capacity enhancement, as a result of more sophisti-

ated train control, is a current target, essentially changing from

he “fixed block” method based upon lineside signals mentioned

bove, towards a “moving block” approach in which the spacing

etween trains is directly controlled to a safe level. In fact, many

odern, highly-intensive railways such as metros now use Com-

unication Based Train Control which communicates parameters

uch as the exact position, speed, travel direction and braking dis-

ance via radio to the wayside equipment distributed along the line

see Fig. 9 . These trains continuously receive information regard-

ng the distance to the preceding train and are then able to adjust

heir safety distance accordingly. Other types of railways are pro-

ressing in this direction, e.g. via the European Train Control Sys-

em. Train location must then become train- instead of track-based,

sing combinations of techniques such as GNSS with odometers

nd transponders; the derived location is then communicated to

he control centre. These systems are significantly more complex

han traditional systems, which means that the traditional “fail-

afe” approach is not appropriate. 
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Developments are under way to improve disruption manage-

ent. The ambition is to create highly reliable and resilient Com-

unication, Command and Control systems offering network-wide

raffic management capabilities for intelligent, predictive and adap-

ive operational control of train movements. These systems will

rack the precise location and status of every train on the net-

ork, and when data for all the trains’ speed, acceleration, braking

nd load are available at all control centres, this will lead to im-

roved operational decision-making. This is essentially real-time-

ptimised control of train movements to meet a variety of goals,

eaning that perturbations can be resolved rapidly so that there

s a minimum impact on the scheduled operation. 

The previously-mentioned trade-off between capacity and reli-

bility means improved signalling technology can either be used

irectly to increase capacity or to maintain capacity with higher

perational reliability; conversely specific measures aimed at reli-

bility improvement (for example, an improved ability to recover

uickly and effectively from disruption), could also be used to en-

ance capacity while delivering the same level of overall opera-

ional reliability. 

An obvious global trend is towards widespread automatic driv-

ng, which is already being exploited in railways that operate with

ery short headways, principally because human control is insuf-

ciently precise in such circumstances. It is probably inevitable

hat automatic control will not only spread to all types of rail-

ay, but also expand in capability. Various “Grades of Automation”

GoA) are envisaged: GoA 1 describes current manual train opera-

ion where a train driver controls starting and stopping, operation

f doors and handling of emergencies or sudden diversions; GoA

 is semi-automatic train operation where stopping is automated,

ut a driver in the cab starts the train, operates the doors, drives

he train if needed and handles emergencies; GoA 3 is driverless

rain operation where starting and stopping are automated but a

rain attendant operates the doors and drives the train in case of

mergencies; GoA 4 is unattended train operation where starting

nd stopping, door operation and handling of emergencies are fully

utomated without any on-train staff. 

Control technologies for rail vehicles 

There are a number of possibilities for control engineering sys-

ems on railway vehicles, but here the focus is upon those that

an have a major impact at the overall system level: principally

ower control and energy storage, which are related to improving

nergy efficiency; also mechatronic solutions for the suspensions

nd running gear, most immediately related to providing improved

track-friendliness” of the vehicles but also, as will be explained, 

otentially giving significant operational benefits. 

Electric trains are already widely available and technologically

ature, and for this reason are in an excellent position to take full

dvantage of progressive decarbonisation of the national energy

eneration facilities, and therefore well-placed to maintain their

osition as the most energy-efficient form of ground transporta-

ion. 

Over the last two decades, developments in power converter

echnology have enabled a fundamental transition from DC to AC

otors which are lighter, more compact, more efficient and more

eliable. It has also led to the transition from locomotive-hauled

rains to trains with distributed traction, i.e., where most or all ve-

icles have their own traction equipment. 

The capability to provide braking using the electrical traction

otors, and thereby recover the kinetic energy, is intrinsic, but

ull exploitation of regenerative braking relies upon the availabil-

ty and receptivity of the trackside supply. Given that braking is

 safety-critical function, all trains currently still require conven-

ional friction brakes. However anticipated developments in en-

rgy storage technology will lead to devices that are usable on
rains in terms of energy densities (both mass and volume). This

ill not only enable further improvements in energy efficiency,

ut also bring the possibility of wholly electrically-braked trains,

.e., no friction brakes. Energy storage combined with future devel-

pments in power converters will therefore provide the opportu-

ity to optimise energy management by altering the flow of en-

rgy between the trackside power supply, the traction motors and

he energy storage devices, including accommodating the need to

oth maintain the timetable and minimise energy via smart driv-

ng control – a challenging multi-objective control optimisation

roblem. 

The idea of “design for control” has already been exten-

ively employed in the aerospace and automotive industries and

as proven highly beneficial. Aircraft and cars are now signif-

cantly different mechanically to what they were 40–50 years

go, whereas the conventional structure of rail vehicles (a car

ody suspended on two bogies (sometimes called trucks), each

ith two solid-axle wheelsets) is substantially unchanged. Mecha-

ronic concepts for rail vehicles are now on the research agenda

n a number of countries, and this will enable a fundamen-

al re-think of some of the traditional design trade-offs, e.g. be-

ween running stability and performance around curves, and will

ead to simpler, lighter, more energy-efficient and track-friendly

ehicles. 

Long term prospects and challenges 

Beyond the current vision explained above, control offers other

pportunities. High-integrity communication between vehicles en- 

bles the opportunity of trains operating in “flights,” in which

nly the leading train is under centralised control and other trains

ollow their predecessor. It’s also feasible to consider convoying,

n which individual vehicles (or small trains) run close together,

virtually coupled” by means of bi-directional communication and

lectronic control of their traction and braking systems (much as

nvisaged for future automotive technologies). Fully autonomous

rains/vehicles can also be conceived whereby centralised con-

rol becomes less and less important. For example, several trains

egotiate directly amongst themselves on the approach to junc-

ions based upon a variety of measures such as the number of

assengers and their speed of approach. Too much autonomy is in-

onsistent with a train timetable, which is essential for passengers,

o whether trains are running ahead or behind schedule would

lso need to be accommodated. 

One of the very interesting long-term operational possibili-

ies is mechatronic vehicles that control direction through junc-

ions from on-board the vehicle, i.e. vehicle- instead of track-based

witching. When this is combined with electronically- rather than

echanically-coupled trains, it is possible for individual vehicles

o come together from different origins to form a train on the

ain intercity routes and then to diverge to different destina-

ions. While very much a long-term idea, this could be the nat-

ral consequence of fully incorporating and exploiting mechatron-

cs and control ideas. Importantly, this type of flexibility would be

elcomed by future railway passengers and would undoubtedly

elp the competitive position of the railways compared with other

ransport modes. 

Research challenges for Systems & Control in railways can be

ummarised as follows: further application of conventional control

n new systems or sub-systems; real-time optimisation of train op-

ration; determining the most appropriate level of autonomy be-

ween totally centralised and fully autonomous, i.e. another aspect

f optimisation but in this case relating to the fundamental de-

ign of the Command, Control and Communication architecture.

ll these ideas must incorporate fault-tolerance, redundancy and

odel-based approaches to preserve the high safety standards that

re a key attribute of today’s railways. 
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Fig. 10. Three satellites fly in formation as part of the Synchronized Position 

Hold, Engage, Reorient, Experimental Satellites (SPHERES) investigation. This im- 

age was taken aboard the International Space Station during Expedition 16 in the 

U.S. destiny laboratory module. Credit: NASA. Read more at: http://phys.org/news/ 

2014- 03- breakthrough-robotics-space-exploration.html#jCp . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.4. Spacecraft control 

Space systems represent a primary domain for applications of

control theory and technology. At the present, optimal control has

become an essential tool for spacecraft trajectory optimization,

classical and modern feedback control techniques have been ex-

ploited for spacecraft attitude control and for vibration suppres-

sion in launch vehicles, while estimation algorithms, e.g., those

based on Extended Kalman Filters, have been implemented to de-

termine spacecraft states. Control will remain a critical enabler of

current and future space missions. Spacecraft capabilities can be

improved based on developments and advances in stability theory,

optimal control, model predictive control, nonlinear control, con-

trol of time-varying systems, adaptive control, estimation theory,

autonomous systems, time-delay systems, coordinated control, etc.

Some directions for spacecraft control research (not an exhaustive

list) are highlighted below. 

• Spacecraft orbital manoeuvring : The traditional approach to

spacecraft orbital manoeuvring exploits “open-loop” trajectories

with occasional trajectory correction manoeuvres (TCM) pro-

viding a form of feedback. Spacecraft trajectory optimization

techniques must address nonlinear, non-convex, and mixed-

integer programming problems that are becoming more diffi-

cult with growing mission complexity. Such a complex mis-

sion may, for instance, involve a spacecraft carrying and re-

leasing multiple probes which, exploiting thrust and gravity as-

sist, must visit a maximum number of asteroids and return

to the main spacecraft. The development of systematic feed-

back control approaches for orbital manoeuvring represents a

promising research direction. Examples where such feedback

solutions may be useful include manoeuvring near/landing on

an asteroid/comet with uncertain gravitational field and out-

gassing pressure disturbances, relative motion manoeuvring in

Low Earth Orbit (LEO) in the presence of disturbances such as

air drag or thrust errors, and maintaining (open-loop unstable)

Halo orbits near Lagrange points. Receding horizon/model pre-

dictive control can be exploited to provide feedback solutions

that satisfy stringent actuation constraints (thrust or delta-v

limits) and do not lead to substantially increased fuel con-

sumption. Furthermore, stabilization and tracking techniques

for time-varying systems can be applied to spacecraft control

thereby exploiting time-varying linearization along non-circular

orbits. 

• Spacecraft attitude control : The time and effort f or space-

craft characterization can be reduced by leveraging advances in

adaptive control and on-line system identification. In particular,

uncertainties in spacecraft inertia matrix, reaction wheel align-

ments, thruster generated forces and moments, can be handled

through applications of these techniques. Further research can

enable more effective and efficient use of attitude control ac-

tuators such as reaction wheels that suffer from zero speed

crossing issues and Control Moment Gyros (CMG) which have

kinematic singularities. To extend spacecraft life, attitude con-

trol techniques that can accommodate actuator or sensor fail-

ures are of increasing interest. Such techniques may need to

exploit “higher order” physical effects, such as solar radiation

pressure-induced torques, and approaches that take advantage

of nonlinearities in spacecraft kinematics and dynamics through

nonlinear control. Finally, the combined treatment of transla-

tional and rotational dynamics of spacecraft can be exploited

for spacecraft relative motion control. 

• Control of multi-body and flexible spacecraft including for-

mation control and space robotics: Challenging nonlinear con-

trol problems emerge for multi-body spacecraft. Such spacecraft

may consist of multiple rigid links connected by actuated joints
or tethered links. Accounting for the effects of flexibility, as in

antennas or booms, is also necessary in certain applications.

When flying in formation, multiple spacecraft are connected

through feedback laws and communication links rather than

physical joints. Control objectives for formation flying space-

craft may include efficiently maintaining the desired shape

while avoiding debris collisions. Advances in coordinated con-

trol and synchronization can be exploited for translational and

attitude control of spacecraft formations ( Fig. 10 ). 

• Enabling and expanding spacecraft autonomy: There is

growing interest in increasing spacecraft autonomy and ex-

panding spacecraft capabilities in the areas of automated

reasoning, decision-making, intelligent handling of failure

modes, on-board repair and re-planning of spacecraft missions.

Increased spacecraft autonomy will improve robustness, extend

life and maximize scientific value of spacecraft missions, es-

pecially when communication and software/command uploads

from the ground are infeasible or impractical. The ability to

solve constrained optimization and optimal control problems

on-board in real-time is considered an enabler of spacecraft au-

tonomy. 

• Spacecraft state estimation. Challenges in estimating states of

spacecraft (and of other objects in space) are numerous and in-

clude infrequent/intermittent measurements, weak observabil-

ity of certain states, limited sensor accuracy or field of view,

tracking many objects with a small number of sensors, etc.

Many effective techniques for spacecraft state estimation have

been developed, and this area of research has been as impor-

tant and vibrant as spacecraft control itself. Additional oppor-

tunities exist to account for the unique challenges and charac-

teristics of estimation problems in the spacecraft domain. 

• Spacecraft power management. Spacecraft power manage-

ment addresses optimization of electrical energy generation,

consumption/load management, protection of components and

life extension of components. Recent research activities in con-

trol of hybrid and electric vehicles, micro-grids and smart grids

have also stimulated the growing interest in spacecraft power

management problems. In particular, a fraction of power con-

sumption that supports on-board computing and communica-

tion can be substantial and should be managed by a vari-

http://phys.org/news/2014-03-breakthrough-robotics-space-exploration.html#jCp
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ety of approaches including “processor de-clocking” in the cur-

rent spacecraft. The development of algorithms that maintain

a low/reduced power consumption footprint while generating

feasible control actions represents an interesting research topic.

• Control allocation and plug-and-play spacecraft control. The

actuation configuration of large spacecraft, such as the Interna-

tional Space Station, may vary in time as some of the actua-

tors may fail or propulsion system of visiting spacecraft may be

used for orbit raising or attitude control manoeuvres. Spacecraft

control systems can thus benefit from control allocation solu-

tions that can optimally manage time-varying actuation config-

urations and provide plug-n-play functionality to such actua-

tors. 

• Control problems for small spacecraft. Small satellites (small

sats and cube sats) are increasingly considered for a variety of

missions. Control solutions for such spacecraft must accommo-

date their relatively small actuation authority, stringent con-

straints, cost optimized hardware and relatively large influence

of disturbances. 

• Validation and verification. Further research into effective val-

idation and verification techniques for spacecraft control sys-

tems and software will facilitate the integration of advanced

control technology into spacecraft applications and alleviate

current conservatism in replacing legacy spacecraft control so-

lutions. 

.5. The future of marine automation 

There have recently been two reports on trends in the ma-

ine industry in general ( Lloyd’s Register, QinetiQ, & University of

trathclyde 2013 ), and shipping in particular ( Hodne, 2014 ). We

ill here try to summarize some of the main findings in these two

ublications, and add some more specific comments related to the

uture of control in marine. However, for more details we strongly

ecommend the reader consult these two excellent reports. 

The shipping industry moves about 80% of world trade vol-

me, making it a very important part of the global economy. It

s an extremely efficient means of transport which has the lowest

arbon footprint per ton of cargo. That does not mean it is without

hallenges, however. The keyword for the future is sustainability.

ven with a low environmental impact, there is still room for sub-

tantial reduction of CO2 emissions. There is also the constant

ressure to reduce the freight costs. 

Finally, safety is a major concern. The number of fatalities at sea

s currently very low. However, according to the Statistics Portal,

fter peaking at 445 in 2010, there were still 245 pirate attacks

eported in 2014 causing a staggering $12 billion estimated cost

o the shipping companies. Hence, improving safety for all kinds

f ships – cargo as well as passenger – is also very high on the

genda. 

Below is a brief overview of some of the trends ( Fig. 11 ) that

re expected to have a major impact on the future of marine au-

omation: 

• Electrification. There is already a trend towards increased use

of electric propulsion in ships In which diesel engines are

no longer mechanically connected to the propeller but merely

driving the generators used to produce the needed electric-

ity for propulsion as well as all other electrical needs of the

ship. Hence, it is expected that electric propulsion will be

common place for many ship types by 2020. Furthermore,

we have already seen the first applications of direct current

(DC) grids on vessels which allows generators to operate us-

ing variable speeds, enabling optimal fuel consumption. More-

over, ship power management will be enhanced by the intro-

duction of energy storage solutions. Due to cost, life cycle and
size, electricity storage in batteries currently has few marine

applications. But with prices expected to fall, we could see

larger vessels incorporating them as part of a hybrid power

solution. In addition to hybrid ships, we have already seen

the first full electric ferries, and we expect full electric so-

lutions will become more and more common in short sea

shipping. 

• Alternative energy sources. Increased demand for reduced CO2

emissions will be a strong driver towards the use of new fuel

and energy sources. Current dependency on heavy oils is clearly

not sustainable. There will be increased use of alternative fuels:

first, mainly liquid natural gas (LNG), but later, different types

of biofuels as well as fuel cells. At the same time, develop-

ments in energy harvesting and recovery are expected to dras-

tically improve energy efficiency. Energy can be harvested from

thermal, solar, wind and mechanical energy sources and stored

for later use. As an example, [35] describes auxiliary wind

propulsion using a rotary sail solution which, based on the

first sea trials stared in late 2014, shows a potential 20% fuel

savings. 

Also, utilising the waste energy of a power production sys-

tem can drastically improve a ship’s energy efficiency. The most

common method of recovering energy today is waste heat re-

covery systems, but low temperature recovery systems are ex-

pected to become available.w 

• New ship design. Energy efficiency will also drive ship design

evolution. At present, Model-Based Systems Engineering (MBSE)

is used in the design of ship machinery and is a key enabler

for the introduction of new technologies. In the future, MBSE

will expand in scope to include other areas of ship design, such

as structural and hydrodynamic elements. At the same time,

developments in computational fluid dynamics (CFD) provide

great potential for ship design. In the future, CFD will be able to

simulate complete scenarios including varying wind and wave

conditions. 

• Digitalization. Parallel to the expected advances in ship de-

sign, we will also enter the era of virtual commissioning, where

whole ship system models will be built using subsystem simu-

lation models. Every component or device will have a “digital

twin,” i.e., a software model ready to be incorporated in either

a pure computer simulation or a hardware-in-the-loop simula-

tion thus enabling the entire control solution to be tested in

simulation prior to commissioning. Digital twin could also be

a full ship (or some component or system) model that is run

parallel to the actual ship, perhaps in the cloud. 

• Cloud and IoT. Ongoing digitalization will also mean that all

vessels, as well as their individual devices, will be directly con-

nected to the internet in the future. Certain monitoring func-

tions are already implemented as cloud solutions, but with in-

creased bandwidth, the sheer volume of information available

regarding individual vessels, as well as entire fleets, will en-

able ship owners to make better-informed decisions. A first step

could be to have a local cloud on-board the ship with all de-

vices connected to the ship intranet. 

• Optimal system-level operation . Ship digitalization enables de-

velopment of automatic optimization solutions that rely on

continuous weather and sea forecast information. Currently,

several decision support and advisory systems provide the on-

board and onshore crew assistance in improving ship or subsys-

tem operation efficiency. It is expected that there will be more

and more closed-loop optimization solutions where, for exam-

ple, weather routing and speed optimization are directly con-

nected in an autopilot system enabling the ship to run at opti-

mal speed and route given the latest weather and sea forecasts.

Similarly, operation planning and forecast information can be
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Fig. 11. Connectivity, modern communication protocols and cloud solutions enable continuous monitoring and remote control of ships. 
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used to optimize the ship’s energy consumption and produc-

tion. It is expected that the ship’s systems will be more con-

nected and operated more optimally from the perspective of

total efficiency. 

• Autonomy and remote operation. Following the trend of the

railway, automotive and airline industries, marine is also mov-

ing towards autonomous and remote operations. The main

drivers for this development are costs, efficiency and safety. By

2025, we expect to see remotely controlled, unmanned coastal

vessels. Some ship operators already utilise remote operation

centres which provide real-time views on the whole fleet of

vessels. It is expected that more decision-making and opera-

tion planning and even manual control will move to remote op-

eration centres [36]. In addition to ship operators, system and

component makers have remote operations centres to manage

their own installed base and provide assistance and real-time

support for the ship crew. 

• Optimization of logistic chains . Connecting land, port and ma-

rine operations in the same logistic optimization problem will

offer significant opportunities for increasing the efficiency of

the logistic chain. In this way, one is able to optimize, e.g. the

container transportation from the first sender to the last re-

ceiver. 

• Sea traffic control. Closer to ports, the industry may also ben-

efit from a traffic control system, modelled on systems now in

use by the aviation industry. Such a Sea Traffic Control (STC)

system could provide clearance through congested areas on as-

signed routings, or provide recommendations to alter heading

and speed when appropriate. The STC system would be respon-

sible for helping vessels maintain a safe distance from land and

other marine traffic. 

• Increasing arctic traffic. Global warming will increase the use

of North-East Passage for cargo traffic between Europe and

Asia. Operation in arctic conditions requires ships which are de-

signed for arctic operation. In addition, the need for new type

of ice management, forecasting and routing services will in-

crease. In addition to dry cargo, also oil and gas transportation

and drilling in arctic conditions is expected to increase. 

• Robustness, fault tolerance and multi-objectivity. The trend

towards remotely operated and autonomous ships will require

robust solutions on various levels of operation. Operation plan-

ning systems (e.g. weather routing) ust account for the uncer-

tainty in weather and sea forecasts, as well as the current con-
 C  
dition of on-board equipment to decide the optimal operation

plan. In addition, as most ship operation optimization problems

are multi-objective in nature, it is expected that multi-objective

methods where the operator can easily compare various Pareto

optimal solutions become more common in the ship operation.

The presentation above primarily addresses civil marine vessels,

ut of course many of the trends apply to naval vessels. However,

he naval sector is probably the least predictable of all marine sec-

ors. 

In summary despite being a very old and seemingly ma-

ure business, the shipping industry will go through fundamental

hanges in the coming decades. In this process, control will play a

rucial role as an enabling technology. 

.6. Renewable energy and smart grid 

.6.1. Mixed AC/DC for renewable energy sources integration – from 

icrogrids to supergrids 

Electric power networks are among the largest and most com-

lex man-made systems. They connect hundreds of millions of pro-

ucers and consumers, cover continents and exhibit very compli-

ated behaviours. The transition towards a low-carbon economy

eads to an even more complex system of systems; as a result,

here are still many poorly understood phenomena caused by the

nteraction of such a large number of devices and the large spa-

ial dimensions. Currently, major changes to the grid structure are

eing implemented, in particular to support the large-scale intro-

uction of renewable energy sources (renewables), such as wind

arms and solar plants, to reduce CO2 emissions. Two crucial fea-

ures of these electric power sources must be addressed: most re-

ewable sources are small generating units, dispersed over a wide

eographical area; and their primary energies (wind, sun, tides)

re by nature not controllable and fluctuate over time. Integration

f these highly intermittent, randomly variable and spatially dis-

ributed resources calls for new approaches to power system oper-

tion and control. 

One possibility for the massive integration of renewables is the

se of Direct Current Networks (known as Multi Terminal High

oltage Direct Current MT-HVDC), in support of the current AC

Alternative Current) grids. Unfortunately, MT-HVDC grids are yet

ot a reality, even though significant research efforts have been

evoted worldwide to this field. One of the reasons is DC (Direct

urrent) lacks a global variable represented by frequency, as in the
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ase of AC, to help in estimating locally the required power to bal-

nce the system. Other more important factors include the difficul-

ies in designing DC breakers and DC/DC transformers, as well as

heir associated huge cost. Furthermore, DC grids’ dynamics may

e much faster than AC ones. As a consequence, their stabiliza-

ion may be much more delicate. In addition, since DC networks

onnect to AC grids, it is important to study their interactions and

evelop control mechanisms that allow DC grids to bring support

called Ancillary Services) to the main AC grids. This is a very com-

lex topic because of the mixed time scales and very different dy-

amics and concepts between AC and DC. 

Recently, point-to-point HVDC transmission lines are used in-

reasingly in high-voltage electricity grids, an evolution that will

ontinue in the future. HVDC is already the transmission tech-

ology of choice for submarine interconnectors, but it is also in-

reasingly used for on-land interconnection lines (in particular, un-

erground cables). As offshore wind farms are constructed farther

rom shore, it becomes more attractive to connect them to the

ain grid through HVDC cables. The first offshore wind farms con-

ected through HVDC are in operation, but they are not very reli-

ble yet (Borwin 1 is facing problems of harmonic resonances lead-

ng to wind power curtailment!), and many more are being con-

tructed or planned. But still many problems are to be solved in

rder to construct multi-terminal DC grids. 

Future power networks, already called SuperGrids, will be

ixed AC/DC grids. These SuperGrids will connect offshore re-

ewables to the main AC grid, as well as reinforce these main

rids. They are meant to be backbones for the power system, in-

erconnecting different electric regions (synchronized or not). En-

rgy storage could also be connected to the grid and bring flexi-

ility and reliability to these grids. They will mitigate the effects

f intermittence and variability from renewables. Furthermore, DC

llows much longer lines, and such grids will be better fit to in-

egrate the wide geographical dispersion of renewables. This will

lso help counteract variability, since the probability of having sun

r wind in each given moment is much higher if one has a larger

eographic dispersion. 

Such a vision will lead to a power system of increased complex-

ty, where many converters are connected to the AC power sys-

em. This will ultimately bring an important reduction of inertia,

ince current AC grids are mainly composed of very large rotat-

ng masses (power plants) with very large inertia, which mitigates

he effects of the disturbances that affect the system, which gives

ime for control systems to counteract them. These large rotat-

ng masses are currently being replaced by renewables connected

hrough power electronics, which have no inertia at all. On the

ther hand, these new power electronic and other ICT (Information

nd Communication Technology) devices open new possibilities for

ontrol and will ultimately be the tools for stabilizing these new

mart grids, created by the application of ICT and modern control

ethods to the electric power grid. This increase of power elec-

ronics can bring up an extreme case where all power sources are

omposed by converters. This is indeed the case in some config-

rations of wind farms connected through HVDC to the mainland

nd some MicroGrids. This case, where no rotating source is pro-

iding inertia, becomes a completely new (and yet open) problem

n which frequency does not represent power balance anymore.

here is no “global” variable to indicate to each source how much

ower it must feed to the system in order to keep in balance. Even

hough synchroconverters (converters that mime synchronous ma-

hines) can attenuate this problem, this is certainly not the optimal

olution, and the solution is still widely open 

Even beyond, we can easily envisage the use of MT-DC for other

ituations where it is well fit. For example, in medium or low

oltage situations, DC is already the electric power inside photo-

oltaics, batteries and electric vehicles. It is very natural to pro-
ose the use of medium voltage DC networks interconnecting pho-

ovoltaic plants and storage, towards one or several points in the

C grid, electric vehicles and several other loads. In the same way,

 large number of individual photovoltaic arrays (household indi-

idual panels in a neighborhood for example) could be intercon-

ected by a DC grid, mutualizing storage devices like batteries,

uper-capacitors and fuel cells, and loads like households and elec-

ric vehicles. This would constitute a DC MicroGrid to be connected

o the local AC one. Such mixed AC/DC MicroGrids could be very

mportant to address the integration of renewables at the distri-

ution system’s level. In this way, the electric grid would become

 constellation of MicroGrids interconnected by a main SuperGrid.

he main SuperGrid would deal with each MicroGrid’s produc-

ion/consumption customers, where energy could be exchanged at

 real-time power market. Here again, ICT and control in particular,

s key to stabilize such complex smart grids. 

.6.2. Wind and solar energy systems 

Wind flow and solar radiation and are main sources of energy

ffered by nature to human beings. In the 21st century, their em-

loyment in industrial power systems is more and more realistic,

ith a non-negligible share of total produced power. 

Control in wind energy systems 

Wind energy has evolved rapidly over the past three decades

nd continues to contribute to the power grid around the world.

ontrol is critical for reliable and economic operation of modern

ind power systems. In fact, it plays an important role in almost

ll sectors of wind industries at all stages of development ranging

rom individual wind turbines (WTs) to wind farms, from instal-

ation on land to offshore, from operation at ground level to high

ltitude. Various control techniques are being developed to achieve

argets such as high-capacity factors from available resources, effi-

ient and safe operation under uncertain environment, increased

ifetime and efficiency of large offshore wind farms, reduced op-

ration and maintenance (O&M) cost, enhanced voltage and fre-

uency stability for grid connection, etc. At a higher level of wind

ower production, modelling, control and optimisation also con-

ribute to reducing environmental impact, mitigating land use con-

icts and achieving optimised energy policy. Modern wind power

roduction has been driven towards the scale of multi-megawatt

MW) turbines operating in large wind farms. The trend of increas-

ng size raises new challenges to control system development, for

xample, the role of controllers has been extended to include the

lleviation of loads. Control focus has been moved from individ-

al machines to arrays of turbines, where whole-farm modelling

s required that describes the loads and the time-dependent in-

eraction between turbines imposed by the wakes and the overly-

ng wind flow. Wind farm-level controllers, acting through power

djustment among turbines, need to be developed to achieve the

ong-term objectives of providing ancillary services to power net-

orks, maximising energy capture and minimising O&M costs. 

Developing new generation wind turbines to produce more en-

rgy at lower cost with low maintenance is always a challenging

opic in wind industry. This ambitious goal can only be achieved by

n integrated approach to the design and control of wind turbine

ystems. One such recent exploration is to create new and better

Ts by harnessing the benefits of variable stiffness materials for

eroelastic tailoring, for which servo-aeroelastic — rather than just

eroelastic — principles need to be exploited by including aspects

f control and electro-machinery. 

Airborne wind energy (AWE) systems is another novel design

oncept that seeks to attain operating altitudes (200 m – 1000 m)

here there is a greater on-average wind resource and, by con-

equence, a greater potential power output compared with simi-

arly sized horizontal axis wind turbines. Technically, factors such

s wind speed distribution, turbulence and extreme winds, temper-
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Fig. 12. Dish stirling solar plant. 

Fig. 13. Solar power tower. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5

 

t  

p  

p  

W  

c  

e  

o  

e  

a  

s  

i  

t  

e  

t  

p  

a  

i  

e

 

i  

b  

W  

p  

a  

t  

c  

a  

c  

s  

t  

i  

u  

s  

t  

o  

m  

u  

a

 

c  

u  

I  

s  

T  

m  

i  

o  

a  

c  

b  

T  

a  

F  

u  

p  

r  

a  

f  

c  

e  

a  

a  

a  

M

ature and weather conditions (thunderstorms, hail, tornados, hurri-

canes, icing, etc.) must be considered in the control system design.

Therefore, comprehensive approaches to safe and high-efficiency

operation of AWE systems are needed to meet the diverse and am-

bitious requirements. 

Control in solar energy systems 

Sunlight can be converted into electricity mainly by photo-

voltaic (PV) or thermodynamic solar power (TSP) plants. In PV, the

light is directly transformed into electricity using the photoelec-

tric effect, producing a direct current. Such plants have no moving

parts and are noiseless. One of the main control problems is ex-

tracting the maximum power available in relation to the solar ra-

diation. This is known as MPPT (Maximum Power Point Tracking).

PV technology is growing at 30% a year, thanks to governmental

aids and cost reductions. TSP plants focus a large area of sunlight

into a concentrated heat receiver. These plants make use of mirrors

as concentrating tools, with different shapes and different arrange-

ments. The receiver is a heat exchanger where the solar radiation

is transferred to a fluid. 

Among the concentrating technologies, the following ones are

often used: 

a) Parabolic trough , in which a linear parabolic mirror focuses

the solar rays on a pipe located in the focal line. A heat transfer

fluid is heated as it flows along the pipe and is then used in a

thermodynamic cycle in order to produce electricity, 

b) Dish Stirling solar plant ( Fig. 12 ), where a parabolic mirror fo-

cuses the incoming sun rays towards a receiver acting as a ther-

mal source for a thermo-dynamical machine based on the Stir-

ling cycle (two isovolumic and two isothermal transforms), 

c) Solar power tower ( Fig. 13 ), characterized by an array of he-

liostats, each of which points to the top of the tower where the

solar radiation is converted in heat flux. To this purpose, the

heliostats have to be suitably controlled. 

In order to address efficiency, reliability and lifetime in large-

scale or new generation energy production systems, wind and solar

energy systems’ control requires joint effort s of researchers from

different backgrounds including energy meteorology, aerodynamics

and aeroelasticity, fatigue and structural mechanics, optics, and of

course Systems & Control. 
.6.3. The energy internet 

The electric power grid is experiencing dramatic changes, and

he future grid is yet to be defined. The past decade has seen un-

recedented growth of renewable energy with significant new ca-

acity being continuously added in major grids around the world.

e are experiencing the changeover from the traditional model of

entralised generation to a mix of centralised and distributed gen-

ration in the power grid. The renewables bring with them their

wn challenges of intermittency. These problems are only wors-

ned by the recent increases in the adoption of DC loads, such

s electric vehicles and their associated vehicle-to-grid potential,

mall electronics, LED lighting, flat screen televisions and comput-

ng. Each of these devices incorporates advanced power electronics

hat inject small disturbances into the electric utility grid. Plug-in

lectric vehicles will offer challenges but also opportunities, thanks

o the possibility to exploit their energy storage capabilities. The

ace of this change is not predicted to slow, however, without the

bility to effectively manage these intermittent resources, our ag-

ng electric utility grid is hurtling towards a series of challenges of

pic proportions. 

While today’s grid model is based on uni-directional power and

nformation flow, the future grid will have bi-directional flow of

oth power and information with new generation and new loads.

hile the premise for current grid control is open loop control of

ower flow between sources and loads, the distributed generation

nd new loads cannot be reliably and economically integrated into

he new grid without the research and development of sophisti-

ated distributed controls for the future grid. This is a challenge

s well an as an opportunity, since distributed generation has the

apability to ensure the desired level of resiliency, reliability and

ecurity in the future grid. Establishing a cyber-physical infrastruc-

ure ( Fig. 14 ) with a critical amount of storage in the system and

nformation flow among the distributed controllers that provides

biquitous sensing and actuation will be vital to achieving the re-

ponsiveness needed for future grid operations. Sensing and actua-

ion will be pointless without appropriate control laws that enable

perators on the energy market to optimally manage power flows,

aximizing profits (in particular through the use of renewables)

nder setpoint regulation at the nodes, and power and energy bal-

ncing constraints. 

The FREEDM System concept is one approach of addressing the

hallenge of effectively managing the new loads and generation

sing the key elements of Energy Cell, the Energy Router, and

solation Device. The Energy Cell consists of load, generation and

torage which resides at the very end of the distribution system.

he Energy Router is a controllable transformer envisioned to be

ade of power electronic devices, while the Isolation Devices are

n place for rapid reconfiguration of the system in case of faults

r failures in certain segments. Both the controllable transformer

nd the isolation device are digital devices that can store data and

ommunicate with their peers for making control decisions. The

asic construct of this cyber-physical system is shown in Fig. 14 .

he controllable transformer is also capable of managing both AC

nd DC Energy Cells in the LV side of the distribution system. The

REEDM System allows the Energy Cell to be replicated across the

tility distribution system. These energy cells are essentially dis-

atchable and will work together to provide the desired level of

eliability, security, and seamless integration of distributed renew-

ble resources, loads and energy storage. These elements together

orm what we call the Energy Internet, within which Energy Cells

an participate in the energy market based on economic, social,

nvironmental and security considerations. The distributed control

lgorithms needed are yet to be developed, but are essential for

utomated and robust power, energy and fault management. The

lgorithms to be developed should be generally applicable for any

icroGrid system. 
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Fig. 14. Power cyber-physical infrastructure. 
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.7. Energy and resource efficiency in production systems 

Worldwide, 51% of the total global energy consumption occurs

n the industrial sector, and 90% of that happens in manufacturing.

ith appropriate optimization techniques, a reduction of at least

0% in energy consumption may be possible. Techniques such as

elective actuation of devices (e.g., turning components off when

ot in use), reducing idle production time (which also increases

fficiency), as well as process planning and scheduling based on

nergy and resource efficiency are all useful to help achieve these

ignificant energy savings. On the other hand, when machines

re power-cycled frequently, they often require more maintenance,

hich adds cost and reduces efficiency. 

Generally speaking, manufacturing, i.e., production of goods

hat have a weight, shape and other physical properties to fulfil

heir functions, contributes about 22% of the European Gross Do-

estic Product and 12% of US GDP. In Europe for instance, 70%

f all jobs are directly or indirectly dependent on manufacturing

ctivities. Manufacturing can be divided into two types of activi-

ies: discrete manufacturing , which produces investment goods and

onsumer products and their parts and components; and process

ndustries , such as the chemical, steel, glass, ceramic and metal

ndustries. Despite increasing pressure and tight regulations, the

anufacturing industry has remained competitive in most areas of

urope, thanks to continuous innovation and a high level of au-

omation. Industry as a whole, contributes 20–25% to the final en-

rgy use in Europe, with the larger part consumed by the process

ndustries. Energy and raw material use reduction is of prime con-

ern in the process industries and represents a major contribution

o a greener and sustainable society in Europe. In addition to im-

rovements in the construction and configuration of the produc-

ion equipment (e.g., better insulation, heat recovery), control plays

 major role in energy saving. As an example, crude oil is sep-

rated into fractions for final use (gasoline, diesel fuel, kerosene,

aphtha, etc.) mainly by distillation. In distillation columns, a large

mount of thermal energy is used to boil up the liquid: the higher

he purity required of the products, the higher the consumption of

nergy. If these columns are operated automatically under contin-

ous feedback control, the variability of product purity is reduced

nd operation can be closer to the specifications, leading to signif-

cant energy savings. Advanced configurations as, e.g., divided-wall

olumns and the integration of chemical reaction and separation,

ffer further potential for energy savings but pose challenging op-

ration and control problems. 

The energy usage of discrete-part manufacturing such as ma-

hining is also significant. Thus, there is a significant opportunity

or energy savings. Automatic control methods can optimize the

roduction schedule to maximize energy savings. 

The extension of the system view and model-based decision-

aking methodology will lead to a new generation of functionali-
ies in the MES (Manufacturing Execution System) layer. Now, most

f the applications at this level are related to production manage-

ent and process supervision, but new areas such as plant-wide

nergy management, production flow-adaptation to changing con-

itions, for instance by on-line re-scheduling and explicit consid-

ration of the plant-wide dynamics, will significantly improve the

erformance and efficiency of today’s production plants and facto-

ies. 

Raw material processing industries are fundamental and un-

eplaceable in their role in social and economic developments

orldwide. At present, China has become the largest country in

his industry sector with complete and large-scale production in-

rastructure. To maximize the use of resources, it is imperative that

ow-grade raw materials with large variations should be employed

n production. In this context, the operation of some industrial pro-

esses exhibit complexity in terms of variable dynamic character-

stics, strong nonlinearities, heavy coupling, unclear mechanisms,

athematically un-modelable and online un-measurable key pa-

ameters. This constitutes challenges to existing control theory and

echnology. It should be noted that such a situation will not be

nique for China. Indeed, with the increased unavailability of qual-

ty raw materials, this will become a global problem in future

ears. 

Indeed, the above raw material processing industries are part

f typical process industries, and they are clearly different from

achinery industries such as discrete manufacturing. To enable the

ystems & Control discipline to play a key role in the optimized

mart manufacturing for the processing industries, it is imperative

o promote the following research areas: 

• Theory and technology of intelligent optimal control systems

for major manufacturing utilities. In this context, research

needs to be carried out on intelligent sensing for production

variations, active and self-decision making for control systems

and automation systems. It is expected that when an abnor-

mal condition presents, such a system should be able to predict,

self-recover and repair the abnormal condition in real time. In-

deed, research into safe operation and optimal operational con-

trol theory and technology needs to be conducted so as to re-

alize maximized product quality and efficiency and minimized

consumptions of energy and raw material costs during the pro-

duction phase. 

• Theory and technology of big-data driven intelligent opti-

mal decision making systems for enterprises operational and

production processes . It is necessary to develop new decision

making systems that can automatically and effectively acquire

data and information on market variations and resource prop-

erties in response to variations of market needs and raw mate-

rials. Such a decision-making system can intelligently measure

the state of material, energy and information flows with active
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learning and responsive capabilities so as to adaptively optimize

the decision making in terms of production and relevant perfor-

mance indexes. It is also expected that such a decision-making

system can optimally arrange the resources and the recycling

of consumed energy so that the realization of production plan-

ning, scheduling and plant-wide control can be optimized to-

gether with relevant technologies. 

• Theory and technology of data, knowledge and model driven

intelligent optimal decision systems for production struc-

ture. This area needs to focus on the study of intelligent mod-

elling and digitalization of process products and its production

phases, so as to explore the dynamic performance analysis and

visualization of the complicated interactions between energy

and information flows together with effective experimental sys-

tems for production structure and systems. 

5.8. Controlling water distribution networks 

The World Water Group 2030 report indicates that the world

is headed towards significant economic water scarcity unless we

manage our fresh water resources better. Water for food, or irriga-

tion water represents, 70% of the world’s fresh water usage. 

Given the typical size of irrigation water distribution networks,

some non-trivial control engineering problems emerge. Periodic

sampling of actuators and sensors is not a sensible approach.

Most of the time there is simply not enough dynamic variation

to warrant this, and when things change, sampling has to be rel-

atively fast to capture the essence of the transients, e.g. to route

flood waters and avoid flood damage. Measuring and actuating by

exception, adaptively as the circumstances require, is more eco-

nomic and will suffice. Equally, because of area and distances in-

volved, a fully centralised controller that schedules an entire wa-

ter distribution system is not advisable. Despite the fact that it

may yield the “best” solution, the required communication infras-

tructure and bandwidth becomes prohibitively expensive. Minimal

communication, again scheduled by exception, improves reliabil-

ity and brings costs down. From a control point of view, overall

system stability is typically relatively easily ensured. On the other

hand, chain-stability or the amplification of disturbance-induced

responses must be addressed. Chain-stability requires one to limit

the gain from a disturbance to (a distant) control action. This poses

the more challenging control objective, especially for large-scale

networks. 

More practically, dimensioning actuators and limiting control

actuator interventions (especially to remain within the limits of lo-

cally harvested solar energy as reticulated power is typically not

available across most of the irrigation system), and yet to achieve

expected performance, represents interesting engineering design

problems. 

Also, cybersecurity is important because water networks are

critical infrastructure. This is more difficult when the control is

performed over wireless communication networks. In this instance

interference, which may be malicious as well as naturally occur-

ring, cannot be avoided. Hardware and software enabled redun-

dancy play a critical role to achieve expected performance despite

interference. Much remains to be explored in this area to achieve

secure and reliable network performance even when the system

experiences a cyber-attack. 

• Potential for impact. Testimonials of commercial and fully au-

tomated irrigation districts report overall conveyance efficien-

cies near 90% (up from 70%) and on-farm water productiv-

ity gains of close to 100% (double the harvest with the same

amount of water, largely due to precision timing in response to

crop needs). In principle, this goes a long way towards making
water use more sustainable. A schematic of the system is dis-

played in Fig. 15 . 

• Beyond irrigation systems. It should be observed that water-

use efficiency in industrial or urban water settings is not much

different from water use in irrigation whose use efficiency is

also is less than 50%. Although the urban and industrial water

only affects 30% of the overall water use, the associated eco-

nomic impact is large. Simply contemplate the consequences

of a city running out of water! Significant economic gains can

be pursued through industrial and urban water use efficiency.

Important in this context is that a proven reduction in overall

water use may provide the licence to operate, whereas with-

out proof of appropriate efficiency gains, the water could not

be made available. Not all water use efficiencies require much

additional technology. Rather they may be achieved through

behavioural changes. The city of Melbourne, Australia, demon-

strated as much during the last draught period 1995–2009. In

this period, Melbourne better than halved its daily water usage

simply by enforcing a number of water use restrictions. 

Nevertheless, automating the management of pressurised wa-

er systems can yield significant benefits. Unfortunately, retrofitting

xisting urban infrastructure with the necessary information in-

rastructure to enable an automated operational regime is much

arder than for open channel systems. In the first place, infras-

ructure access in a sprawling city is at best hard and always ex-

ensive. Secondly, pressurised water systems have much faster dy-

amics and much less storage, making measurement and control

ardware more expensive, and in general such systems pose much

arder to attain control objectives. Loss estimation, maintenance

cheduling and improved water services in terms of quality mon-

toring, and service security are important and carry significant

conomic and ecological impacts that deserve the attention of the

ontrol community. 

At the scale of an entire catchment, the natural scale on which

he world should manage its water resources, the combined tech-

ical and economic management challenge is to identify the sus-

ainably available water resource limit as a function of time and

o implement an exploitation regime that ensures the community

ives within this limit. This receding horizon planning and man-

gement problem remains unsolved. As for impact, managing wa-

er at the catchment scale is an essential component in addressing

ood security, as well as the millennium goal of ensuring people

ave access to sufficient water for sanitation purposes. Presently,

s noted in the most recent World Water Report, more than a bil-

ion people experience severe water shortage. 

.9. Dynamics in neuroscience 

Current State and Need for the future 

Theoretical and computational neurosciences are witnessing

pectacular growth. Theoretical neurosciences include formalisms

nspired from mathematics and physics. They are generally dis-

inguished from applied computational neurosciences, which are

ore data-driven than theory-driven. However, their object still

oncerns theoreticians, through the identification of generic prin-

iples of neural computation (integration and plasticity), allowing

n some cases to reach a level of abstraction independent of the

pecific biological substrate. These neurally inspired principles of

omputation can then be transposed with profit to scientific fields

ther than neuroscience. 

The larger impact of engineering methods and applied mathe-

atics in the field of neuroscience may be explained by the com-

ined effects of the rapid increase in high-performance computing

nd large-scale simulations, and the development of experimen-

al techniques (often combining imaging and electrophysiology
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Fig. 15. Schematic of an automated irrigation system using TCC ® developed by Rubicon Water and the University of Melbourne. 

Fig. 16. Theoretical approaches of Brain dynamics. Collage, Eb Fetz (with permission). 
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uch as two-photon) that allow and simplify the acquisition of

arge amounts of data. Over the past 15 years, significant ad-

ances have been obtained in our understanding of the brain

 Fig. 16 ) from intensive collaboration between neuroscientists and

omputational/mathematical researchers, leading to the emer-

ence of new scientific interfaces between biology and the world

f information and technology. 

Engineering methods have become the necessary tools for neu-

oscientists to tackle major scientific issues which up to now con-

tituted often insurmountable bottlenecks, such as the ubiquity

f dynamical processes ruling neural behaviour and their under-
ying recurrent connections, the design of sophisticated methods

or non-linear model identification from experimental data and for

arametric space reduction, the development of formal analysis of

eural dynamics applied to closed-loop interactions, and the con-

truction of real-time hybrid interfaces between computers and the

iving brain (dynamic clamp, brain-machine interfaces). 

The importance for the future in developing interfaces between

euroscience, applied mathematics and computer science, is at-

ested by the recent (2013) launching of long-duration ( > 10 years)

nd large-scale interdisciplinary projects of unprecedented ambi-

ion at the international level: BRAIN (US) launched by NIH, pri-
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vate parties (Google) and donations (Kavli); The Allen Institute, fi-

nanced by one of the Microsoft founders; the European Flagship

“The Human Brain Project,” financed by the Future Emerging Tech-

nologies Program of the IT division; MINDS (Japan) and a Chi-

nese project yet to come. The common ambition of these different

projects targets a better understanding of the brain and its realistic

simulation. 

However, the impact of Systems & Control theory on neuro-

science research and, more acutely, interdisciplinary teaching, re-

mains in its infancy. Below is a list of possible directions in which

the discipline of Systems & Control can contribute to make ad-

vances for facing these challenges. 

Bio-engineering and control theory to understand and simu-

late 

One key limitation in our current understanding of brain dy-

namics stems from the fact that the brain can be seen as a nested

hierarchy of various levels of integration, interacting together from

its most molecular components to the most holistic features of

cognition and behaviour. At the microscopic scale (subcellular

and cellular) the mechanisms underlying neuronal communication

(such as synaptic transmission and generation of an action poten-

tial) already exhibit strong complexity due to the diversity (elec-

trical, physical and chemical) and nonlinearity of the processes

involved. At a more integrated scale, the activity of the neurons

of a given population gives rise to mesoscopic features that may

be quantified using signals such as firing rates of single or multi

units, local field potentials or their metabolic/fluorescence impact

seen with intrinsic/extrinsic imaging measures. At the macroscopic

level, the contributions of the activity of different neural popula-

tions that can be collated through EEG, MEG, and more indirectly

fMRI measurements, can be correlated to a specific behaviour of

the individual. 

Classically, the study of neural phenomena is limited to a

given scale. It usually relies on experimentally tuned models and

gives rise to fascinating challenges from a dynamical systems per-

spective. Ground-breaking experimental advances (in optogenetics,

electrophysiology and optical recordings) provide unprecedentedly

fine data to nourish dynamical models. Observers, advanced iden-

tification methods, and nonlinear model reduction still need to be

developed or adapted to the specificities of neuroscience data. The

ubiquitous feedback interconnections, uncertainties, nonlinearities,

delays and spatiotemporal evolutions all plead for the use of ad-

vanced analysis tools from systems theory, especially in an infi-

nite dimensional or multi-scale context. The development, in the

control community, of methods that inherently cope with model

uncertainties, such as monotone systems, could provide precious

analysis tools for experimentalists. Moreover, the transient nature

of typical brain signals (for instance in sensory, perceptual mo-

tor tasks, speech, recognition or memory) or their oscillatory fea-

tures (regular spiking, bursting, central pattern generators or brain

waves within specific bandwidths: alpha, beta, gamma, delta…),

require novel modelling and analysis approaches that go beyond

stability of a sole equilibrium point and raise new synchronization-

asynchronicity related questions. Optimal control theory may also

constitute a relevant tool to understand the principles underlying

neural coding. 

Furthermore, major developments in mathematical neuro-

science rely on stochastic approaches. They assume that internal

random noise sources add to deterministic signals that can be

causally locked with a sensory input or an internally generated

feedback. At the molecular scale, the dynamics laws ruling the

opening of ion channels, responsible for the current exchanges be-

tween intracellular and extracellular media, are mostly probabilis-

tic. At the cellular scale, stochastic modelling allows for account-

ing of the inherent unreliability of spike generation. At the pop-
lation scale, it permits better fitting to in vivo recordings and is

nstrumental in the understanding of some neuronal functions. Ad-

ances in the analysis and control of stochastic dynamical systems

s therefore of relevant use in a neuroscience context and some-

imes leads for unexpected use of noise in a Shanonnian perspec-

ive such as stochastic resonance. 

In contrast, other approaches exploit deterministic dynamical

ystems. This second class of theory, although more phenomeno-

ogical, is more provocative and proposes that the irregularity of

ctivity patterns in the brain comes from the recurrence of the net-

ork and asynchronous firing. Consequently, perseverant on-going

ctivity (seen in the absence of external drive) has the same sig-

alling value as the sensory drive itself. New data suggest that,

n spite of their limited biophysical performances, the subthresh-

ld membrane potential trajectories in sensory cortical neurons be-

ome highly reliable when the full network operates in closed loop

n natural conditions. This opens the possibility that there is noth-

ng such as noise in cortical networks and that on-going states

ecapitulate with different time scales activity patterns evoked by

ast sensory-motor experience. This suggests that the dynamics of

ensory cortical networks switches to an irregular asynchronous

ut highly deterministic mode (near the edge of chaos) when the

imensionality of the input drive reaches the internal memory ca-

acity of the network. This opens the need for new concepts to

efine the relation between external constraint levels and versatil-

ty in network dynamics. 

One of the main difficulties that neuroscientists have to solve

s that observation of the living brain is done through multiple

bservable variables of different biophysical natures. Experimental

easurements still obey a kind of generalized Heisenberg principle

hat jeopardizes comparison between physical measurements, each

haracterized by very diverse precisions in space and time (for in-

tance, comparison of intracellular, voltage-sensitive dye imaging

nd brain fMRI). 

But the main obstruction to a deeper understanding of brain

unctioning probably lies in the relationships between one scale

nd another. Existing analysis tools do not yet encompass all mech-

nisms from the molecular regulation to the resulting behaviour

t the macroscopic scale. For instance, while neuronal population

odels satisfactorily render the averaged behaviour of a given neu-

onal structure under appropriate assumptions, they are not yet

ble to satisfactorily model the influence of a behavioural change

f a given neuron or a given ion channel. This challenging ques-

ion of a cross-scale unification requires radically new paradigms

o which control theory may contribute significantly. The emer-

ence feature of complex systems is probably the easiest to illus-

rate in neuroscience (e.g. maps of orientation preference in higher

ammalian visual cortex), but recent approaches have targeted the

onverse immergence feature (typical of complex systems) where

esoscopic constraints (such as specific brain states) change the

ransfer function of more microscopic elements. This explains why

ure LEGO-like bottom-up approaches are doomed to fail in simu-

ating an entire brain. A new field of applied mathematics in which

ynamical aspects are expected to be central, has yet to be in-

ented. 

Control theory to palliate and possibly cure 

While loops are naturally omnipresent in neuronal processing

hains, artificial loops may be added for treatment purposes. The

ctuation can take several forms: chemical in the case of pharma-

ological treatments; electrical in the case of activity neuromod-

lation triggered either electrically (including deep brain stimula-

ion), magnetically in the case of transcranial magnetic stimulation,

r optically in the case of optogenetics. The artificial loop is closed

hen the stimulation signal depends on real-time measurements

f the subject’s activity, for instance muscular activity or neuronal
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Fig. 17. Assistive device. 

Fig. 18. Assistive device. 
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ctivity in specific brain structures through implanted electrodes

r surface EEG sensors. This type of control finds its roots in the

mpressive development of brain-machine interfaces and the rapid

rowth of a new field, neuroprosthetics. 

The possible gains expected by such a closed-loop approach in

erms of efficiency, robustness and adaptability would be of no

urprise to a control engineer. Neurological treatments exploiting

losed-loop devices have started to appear in the neuroscience

ommunity, but most of the experimentally-tested approaches rely

n rather simplistic views of feedback and often boil down to on-

emand stimulation, meaning open-loop treatment once a patho-

ogical condition is detected. 

In the case of electrical neuromodulation, one obstacle that

robably slowed the use of more advanced closed-loop policies

tands in the unavoidable stimulation artefacts: when sensing and

timulation take place in neighbouring brain structures, the mea-

urement signal may be drowned in the applied stimulation sig-

al (usually of much larger amplitude). The recent development

f new stimulation techniques, especially optogenetics, allows re-

oval of these artefacts by relying on a stimulation signal whose

ature (light in the case of optogenetics) is different from the mea-

urement signal (electrical). This latter technique also allows activ-

ty control to couple with the genetic dissection of subcircuits or

pecific classes of cells. 

The objective of altering, or even controlling, the response of

euronal ensembles opens the door to a wide range of possible

herapeutic and clinical applications, including Parkinson’s disease,

lindness, epilepsy, chronic depression or obesity. It raises funda-

ental questions in terms of controllability and observability, and

ay benefit from current knowledge in feedback stabilization, op-

imal control, or robust control. 

Thus, state-of-the-art experimental technologies in neuro-

cience allow both refined dynamical models and easier real-time

easurement and actuation, which opens up radically new per-

pectives for the control community. 

.10. Assistive devices for people with disabilities 

Control engineering has impacted the development of assistive

evices for people with disabilities since its inception. It is note-

orthy that the timeline of the historical development of powered

heelchairs aligns very closely with that of the development of

utomatic control. Control engineering has also played a crucial

ole in the development of prostheses with recent contributions

pplying control techniques inspired from robotics to enable pow-

red prosthetics to adapt to the wearer’s environment and to help

mputees walk. Such mobility aids promote independence and en-

ance their quality of life. For children, the opportunities afforded

y mobility aids are crucial not only to their physical development

ut also to their social and cognitive development. 

Independent mobility is essential to maintain or regain an ap-

ropriate quality of life. The prevalence of wheelchair users con-

inues to increase with increased survival from neurological con-

itions. For example, 80% of people with spinal cord injuries are

xpected to depend on a wheelchair for the rest of their lives. Flex-

ble performance is required in that some users will recover from

 state of almost no physical function to independent control such

s those with Guillain-Barre Syndrome. Some of them will exhibit

ittle or no change over time as is the case with Cerebral Palsy

nd some will have a progressive condition where they begin with

ndependent control of the wheelchair and after some period of

ime have little or no independent control as in the case of a pa-

ient diagnosed with Motor Neurone Disease. In addition, within

ach such user group there will be individuals with a range of

ognitive impairment, and cognitive ability may deteriorate over
ime. These challenges are compounded once the environment of

se and safety factors are added to the system specifications. The

ontrol system must be appropriate for typical user environments

uch as the home, hospital or school, where the location of objects

nd people will change over time, as well as even more challeng-

ng outdoor environments. 

In terms of control, the modelling challenges, particularly in re-

ation to uncertainty, are key. There are challenges around sensors

or autonomous navigation where the wheelchair must be able

o locate itself in different environments and subsequently decide

pon an appropriate course of action. There are also challenges re-

arding controller design for wheelchair systems which have vary-

ng degrees of autonomy and intelligence and must incorporate

hose legislative frameworks which are necessary to ensure the

afety of both wheelchair users and other individuals. As has been

he case in the development of drug treatments, the formulation of

ppropriate data sets and trials to evaluate the developed systems

ome much more to the forefront for the control engineer. 

Assistive devices ( Figs. 17 and 18 ), from prostheses to wearable

obots, seek to further empower individuals to achieve indepen-

ence where the goal may be to provide a normal gait pattern

ith the flexibility to transition between walking on a flat surface

o climbing stairs, for example. Power requirements around motors

nd actuators for these systems are an important constraint for the

ontrol engineer and provide particular challenges in an uncertain
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environment. It has already been demonstrated that incorporat-

ing neurological signals within the control system along with the

classical mechanical sensors, greatly improves performance both in

terms of classical measures such as error tracking but also in terms

of patient acceptance. Thus, integrating a range of sensors into the

control paradigm becomes of increasing importance. 

As for the wheelchair, guaranteeing safe operation in uncer-

tain environments across a range of users provides growing chal-

lenges for the control engineer. Control is also playing an increas-

ingly important role in the development of rehabilitation systems

which assist individuals who have suffered an illness or injury to

restore lost skills and hence regain maximum self-sufficiency. The

demand for this technology increases with medical advances and

a world population where life expectancy is increasing. In this do-

main, supporting rehabilitation by technology underpinned by ap-

propriately designed control interventions, which aid individuals in

performing rehabilitation tasks and exercises, can reduce the costs

to healthcare providers and optimise the intensity of therapy. It

also permits more formal evaluation of an ongoing intervention’s

progress. Recent contributions have seen control engineering un-

derpin the development of systems to rehabilitate upper limbs fol-

lowing stroke where interventions are key to optimising recovery

outcomes. 

Underpinning the contribution of control to the development

of all assistive devices for people with disabilities, is the ability to

adapt performance in the presence of changing environments and

uncertainty thus empowering sophisticated decision making. The

variable nature of fatigue and the highly uncertain degeneration of

patients suffering from neurological diseases must be accommo-

dated. 

Future challenges for control engineering in this domain are

aligned with the research and innovation challenges in the domain

of human cyber-physical system interaction and human in the loop

control design. Patient-specific predictive modelling will be cou-

pled with control methods which will provide a means to under-

take the systematic treatment of uncertainty in increasingly com-

plex models. Control paradigms will become increasingly centred

on the individual for whom a particular assistive device is being

developed which will further enhance independence and quality of

life. This will ensure that a broader group of individuals will more

keenly embrace the resulting technological interventions which in

turn will improve success rates and longevity, reducing the need

for revision surgery. The future focus will be on the application of

control to restore function and optimise those physical interven-

tions which achieve the best results with minimal invasiveness. 

For the control engineer, the paradigm in this domain fre-

quently does not requires a solution that is defined in terms of

physics but a solution that is defined in terms of less explicit met-

rics around user acceptability. The control paradigms must incor-

porate elements from the arts as well as the sciences. 

5.11. Health care: from open medication to closed loop control 

The treatment of chronic diseases involves a repeated cycle of

taking measurements from a patient and using this data to adjust

medication or to implement other interventions. The objective is

to achieve the best possible outcome for the patient. This cycle is

a quintessential example of feedback control, and therefore great

opportunities exist for combining clinical and control engineering

knowledge to improve the treatment of chronic diseases. 

Better treatment of chronic diseases would bring enormous

benefits to society. In purely financial terms, the global cost of

chronic diseases is forecast to reach US $47 trillion for the period

2011–2030 (World Economic Forum, 2011). 

Close collaboration between engineers and clinicians already

exists in several areas. A closed loop, implantable cardiac defib-
illator is currently commercially available. There is also ongoing

esearch on the application of closed loop control to improve treat-

ents for type 1 diabetes, Parkinson’s disease, epilepsy, high blood

ressure and paraplegia. 

The nature of the feedback problem varies from disease to dis-

ase. Each medical condition requires consideration of unique is-

ues, such as the availability of measurements, the natural time

onstants associated with the variables of interest, and the time

aken to respond to external intervention. In some cases, the feed-

ack operates on a short time frame, on the order of minutes,

hile in other cases, the feedback can operate on a longer time

rame on the order of hours or even weeks. An example of the for-

er is an implantable defibrillator which senses arrhythmia and

ischarges, whereas an example of the latter situation occurs in

iabetes mellitus. 

A control engineering viewpoint of the treatment of chronic

iseases, in common with all other control problems, will include

onsideration of issues such as dynamic modelling, prediction, de-

ign of observers, development of novel sensors, coping with un-

ertainty and dealing with constraints. Another key issue is that

f patient safety. Engineers are well-aware of the safety-critical

ature of engineering systems such as bridges, nuclear reactors,

ircraft and so on. These issues are equally, if not more, relevant

o chronic disease treatment since patient well-being is obviously

f paramount concern. How does one guard against malfunction

f drug delivery devices, measurement devices or implementation

latforms? Such incidents could be life threatening if not dealt

ith appropriately. 

As a specific example, approximately 8% of the world suffer

rom diabetes in one form or another, and roughly 10% of those

ave type 1 diabetes. The incidence of type 2 diabetes is grow-

ng at an alarming rate worldwide. Current treatments for all types

f diabetes can lead to poor outcomes in the long term including

ardiovascular disease, loss of sight and renal failure. Short term

omplications include seizures, coma and death in extreme cases.

he current treatment of diabetes involves taking frequent mea-

urements of blood glucose level (BGL) and then injecting insulin

ccordingly, which takes effect over the next several hours. 

Engineers and medical practitioners are already working to-

ether to develop new strategies to treat diabetes patients. In par-

icular, there is a worldwide effort to develop a so-called “artificial

ancreas” to provide closed loop insulin delivery for people with

ype 1 diabetes. However, much work remains to be done before a

ruly autonomous closed loop system for the treatment of diabetes

ecomes a reality. Some of the necessary ingredients include: 

• Dynamic modelling: A dynamic model is needed to accurately

describe the impact of disturbances (carbohydrate, fat, protein,

exercise, stress) and manipulatable inputs (insulin) on BGL. 

• Prediction: The BGL response can extend over many hours and

thus long-term prediction is needed to guard against the po-

tential of future hypo- or hyper- glycaemic events. 

• Design of observers: Tools are required for estimating the cur-

rent state based on combining the available model with the

measurements of inputs, outputs and disturbances. 

• Development of novel sensors: The most reliable sensor for

BGL is a fingerstick measurement. Continuous glucose monitor-

ing sensors have appeared in recent years but the current de-

vices are noisy and prone to drift. Also, accurate measurements

for external disturbances are, as yet, in their infancy. For exam-

ple, exercise, stress, food composition, etc. are usually estimated

by patients and entered manually. 

• Coping with uncertainty: A major consideration in diabetes

treatment is that patients do not lead highly regulated lives.

Thus, future food intake and exercise patterns have a random

component. This inhibits making accurate predictions over a
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Fig. 19. A human cancer-signaling network. Genes known to be functionally altered in cancer cells are in red. From “The hallmarks of cancer,” Hanahan D1, Weinberg RA., 

Cell. 20 0 0 Jan 7;10 0(1):57–70. 
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long period. Yet such predictions are central to achieving ideal

outcomes. 

• Dealing with constraints: Insulin can be added but not re-

moved from the body. Also, high BGLs lead to long-term health

issues and low BGLs lead to both short- and long-term health

issues. Thus, there are critical constraints on both inputs and

outputs. 

The above issues have a clear overlap with Systems Theory and

ontrol Engineering. 

There is a long journey ahead. However, the prospects are enor-

ously positive. Engineers and clinicians have already developed

echanical hearts that offer the same life expectancy as donor

earts. Thus, it is reasonable to claim that better treatments for a

ide variety of chronic diseases, achieved by combining engineer-

ng and clinical knowledge, are only a matter of time and dedica-

ion. 

.12. Cellular and bio-molecular research 

Biological research has been collecting a tremendous amount

f information about the biochemical processes that go on in liv-

ng organisms and enable life, growth and reproduction. Biologists

ave spent a considerable effort sketching the network structure

or many processes, as typified by a well-known diagram for the

asic pathways involved in cancer ( Fig. 19 ). 

However, the complexity of the interactions, even in the sim-

lest of organisms, single-cell organisms like Escheria coli or

accaromyces cerevisiae (baker’s yeast), is huge when analysed at

 more detailed level. Moreover, most available information is still
emi-quantitative (describing only the existence and the relative

trength of interactions) and static. 

For a deeper understanding of disease processes, and for a sys-

ematic design of drugs or of microorganisms for the production of

harmaceutically or technically relevant substances, an increased

nteraction with Systems & Control research is strongly needed.

nly the creation of mathematical models that can be simulated

nd (at least partially) analysed will enable one to understand the

ependencies of the different mechanisms fully and to distinguish

etween dominant and subordinate, fast and slow interactions. 

Systems & Control theory offers tools to analyse nonlinear, dy-

amic, discontinuous and hybrid behaviour in complex systems,

nd in turn will benefit from the new theoretical challenges posed

y the biological community. Building mathematical models also

rovides a common reference for the integration of results of work

n the laboratory, the determination of crucial open questions, and

he formulation of new biological questions. Of course, sufficient

rust in “in silico” experiments has to be built as a first step. Re-

ently, biological research has expanded from the analysis of nat-

ral organisms to the deliberate re-design of biological systems,

ermed synthetic biology, by removing existing components and

dding new ones to the living cell. For example, one may build bi-

ary memory devices, a first step toward building biological com-

uters, by employing genes from bacteria and viruses, see Fig. 20 . 

Systems & Control theory provides a useful framework to study

his re-design. Control functions are crucial to the viability of such

rtificial biochemical systems, and the field of Systems & Control

heory is in an excellent position to contribute to this area based

pon a long record of synthesis of control functions of all kinds.

or example, it is now possible to build genetic systems which use
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Fig. 20. Analogies among latches in electronics, binary decision systems in bacteria, and toggle switches constructed in synthetic biology. Inputs to biological systems may 

be optical, physical (heat, pressure), or chemical. From “Synthetic biology: applications come of age,” Ahmad S. Khalil & James J. Collins, Nature Reviews Genetics 11, 367–379 

(1 May 2010). 

Fig. 21. A circuit that provides robustness to gene copy number (top: conceptual 

diagram; bottom: actual gene construct). From “Synthetic incoherent feed-forward 

circuits show adaptation to the amount of their genetic template,” Bleris, Xie, Glass, 

Adadey, Sontag, Benenson, Molecular Systems Biology 2011. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

M  

C  

t  

t  

n  

M  

t  

a  

T  

M  

l  

d  

s  

C  

e  

t  

n

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

feed-forward architectures based on microRNAs that allow protein

production to be robust to uncertainty in the number of copies of

a gene present in the organism, see Fig 21 . 

5.13. Factory of the future and logistics systems 

5.13.1. Factory of the future 

The Factory of the Future is a generic concept that is part of

a general awareness of the importance of manufacturing industry

for nations’ development. This reflection is intended to maintain

and develop a strong industry, generating wealth and job creation.

Hence, the Factory of the Future has to take into account several

simultaneous transitions: energy, ecological, digital, organizational

and societal. Factories have to transform themselves to become

more sustainable in industry and more respectful of the Earth. 

The first industrial revolution at the end of the 18th century

was characterized by the introduction of mechanical facilities using

water and steam power. The second industrial revolution appeared

during the 20th century with the introduction of mass production

and a division of labour with the help of electrical energy. The

third industrial revolution started later in the 20th with the intro-

duction and use of electronic systems (Programmable Logic Con-

troller: PLC) and software (Supervisory and Control Analysis and

Data Acquisition: SCADA and Manufacturing Execution Systems:

MES) that achieved further factory automation. Today, the massive

use of digital and information technologies like Cyber-Physical Sys-

tems (i.e. network of interacting elements with physical input and

output instead of as standalone devices), Internet of Things (IoT),
achine to Machine (M2M) communication, Big Data and Cloud

omputing represent what it is called the fourth industrial revolu-

ion. The names are different all over the world: Industry 4.0, In-

ernet Factory, Smart Plant, Digital Factory, Integrated Industry, In-

ovative Factory, Intelligent Manufacturing, e-Factory or Advanced

anufacturing, but the concepts are the same. The convergence of

he virtual world of the internet and IT (Information Technology)

nd the real world of industrial installations and OT (Operational

echnology) will be the challenge for the Factory of the Future.

odern information and communication technologies seem a so-

ution to increase productivity, quality and flexibility within the in-

ustry. Hence, the industry has entered a phase of big change that

ees digital technologies as a key factor for the future to design

yber-Physical Production Systems. These systems are predicted to

nable new automation paradigms and improve plant operations in

erms of increased facilities effectiveness. The challenges (the list is

ot exhaustive) are numerous: 

• Connectivity and interoperability : the ability of cyber-physical

systems, humans and factories to connect and communicate

with each other via the Internet of Things and the Internet of

Services is a big issue. Internet compatibility and open stan-

dards are key elements in the expansion of large-scale automa-

tion systems. Machine-to-machine communications using Inter-

net of Things principles will define the Cyber-Physical Produc-

tion Systems of tomorrow. IT security (or cyber-security), ag-

gravated by the inherent need to open up previously closed

production shops, is a major Information and Control Theory

(ICT) research need. In addition, Machine-to-Machine commu-

nications offer a large range of questions for ICT research: How

to guarantee reliability and stability of critical M2M with very

short and stable latency times? How to maintain the integrity

of production processes? How to protect automation industrial

processes and know-how (like the PLC program)? 

• Virtualization: a virtual copy of the factory which is created by

linking sensor data (from monitoring physical processes) with

virtual plant models and simulation models enables controllers

to be checked and validated prior to implementation. Virtual

commissioning, process simulation and techniques like model

checking or formal methods are key components of the re-

search agenda for making a safe Factory of the Future a reality. 

• Decentralization: Cyber-physical systems enable collection of

large amounts of data about machines and products. With the

right treatment and analysis tools, the data can be used, for

instance, to identify production line problems. The ability of

cyber-physical systems to make decisions on their own with

real-time capability to collect and analyse data in order to pro-

vide information as fast as possible is an open research ques-

tion. 
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• Innovative production lines and logistics: To be competitive,

time and costs associated with developing and manufacturing

ever more complex products must be reduced. Part of the solu-

tion can come from virtualization, as well as from the merger of

virtual planning and new physical production processes based

on plug-and-play machines. Additive manufacturing is also rais-

ing many hopes. 3D printing already allows production in small

series of complex parts, spare parts or custom tools. In the fu-

ture, speed and precision should increase and allow additive

manufacturing on a large scale and considerably modify factory

design. Hence, how to get flexible adaptation of a production

line to match evolving requirements is still an open question.

In addition, the Factory of the Future has to be able to guaran-

tee the quality and traceability of products, to manufacture in-

dividualized products in adapted quantities – clean, silent, sav-

ing raw materials and energy, and human-centred – or adapted

to better take into account the expectations of employees. All

of these goals can be linked to ICT fields, needs and directions

already highlighted in this report. 

• Human-centred automation: IT, automation and collaborative

robotics can liberate a human heavy or repetitive tasks but also

can support his cognitive functions. For instance, augmented re-

ality glasses can immediately provide information on mainte-

nance. Analysis, Design and Evaluation of Human-Machine Sys-

tems for the Factory of the Future, is a field where the control

community can significantly contribute. 

This major technological breakthrough with new digital tools

ffers a priori an extraordinary field of innovation open to re-

earchers in Systems & Control. In the case of the Factory of the

uture, the dynamic system is characterized by massive intercon-

ection, the processing of huge amounts of data and new forms of

ynergy between humans and technical systems. ICT research has

o focus on these particular classes of dynamic systems in order to

rovide tools for modelling, designing, simulating optimizing and

alidating them. 

In the last decade, cloud computing, big data and machine

earning are areas where computer science has made major ad-

ances and is recognized for that. The main challenge for the con-

rols community could be its capacity to interact and cooperate ef-

ciently with the computer science community in order to propose

ethodologies and tools integrating the two worlds: IT and OT. At

he very least, control and system engineers will toned to com-

ine know-how related to ICT with strong IT competencies that

ange from basic (using spreadsheets and accessing interfaces) to

dvanced (applying advanced programming and analytics skills).

he need for multiple hard and soft skills will become more and

ore important. Employees will need to possess greater flexibility

o adapt to new roles and work environments and become accus-

omed to continual interdisciplinary IT and OT learning. For this

eason, control education, training and outreach must evolve and

dapt to the requirements of the Factory of the Future and more

enerally to our society. This can be achieved by integrating teach-

ng and research at all levels in order to promote control as a

eld that spans Science, Technology, Engineering and Mathematics

STEM). 

.13.2. Manufacturing systems and logistics 

The major applications of control theory in manufacturing sys-

ems and logistics are in the Horizontal and Vertical Integrations

f Decision Making Process and in a wide use of analytics at all

evels of the decision and control process. Indeed, the pressure of

he competitive global market has intensely affected the produc-

ion systems, calling for: 

• integration of the activities that cover the whole production

spectrum from customers’ requirements to payment; 
• flexibility in the face of customer-demand changes; 

• drastic reduction of production costs. 

Thus, the main directions of research are on optimal supply

hain management and control, integrating reconfigurable manu-

acturing technologies for fast adaptation to changes in the quan-

ity and mix of products, risk analysis in global supply chains, new

ontrol and management approaches taking into account funda-

ental transformations to new product-based economics through

nternet-based service enterprises and demand-driven supply chain

ased on multi-criteria approaches and techniques. 

Supply Chain Engineering is an emerging field based on anal-

sis and comprehension of the essential principles of production

nd distribution systems. This scientific domain concerns the me-

hodical evaluation and optimization of production systems, logis-

ics networks, and their management policies to increase the effec-

iveness of multifaceted demand and supply chains. 

To reach these objectives, radical changes have been introduced

n production systems, thanks to new manufacturing technolo-

ies that increase efficiency and IT technologies that improve sys-

em organization and management. Furthermore, dynamical pric-

ng and revenue management, which proposes approaches that de-

ne the price of the products based on market situations, attracts

ore and more researchers and practitioners. Pricing stresses the

eturn on the investment. 

Supply chains are emblematic examples of the renewal of pro-

uction systems in recent decades. It is through this new paradigm

hat cost reduction and service enhancement can be achieved. To

ake this easier to implement, new types of manufacturing sys-

ems have been introduced. Examples include: reconfigurable man-

facturing systems (RMS), assembly lines with workers’ flexibility,

ucket brigades or U-shaped assembly lines. Over the same pe-

iod, new technologies arose to monitor the state of systems in

eal time. We can mention radio-frequency identification (RFID),

nternet applications or “intelligent” storage facilities, to name just

 few. These technologies favour one of the most important ob-

ectives of production systems management: the ability to make a

ecision almost immediately. 

Radical changes in the criteria that express the new objectives

f production systems in the face of competition are another im-

ortant aspect. The introduction of some new criteria reflects the

ust-in-time (JIT) requirements. For instance, conventional schedul-

ng optimization is now restricted, in the best case, to deciding

he order products are launched in production. In other words, the

onventional scheduling activity migrated from the tactical to the

trategic level. In actual production systems, this is replaced by a

eal-time scheduling, also called real-time assignment. Other cri-

eria are used to reflect quality, flexibility and work-in-progress

WIP): adequate quality is now unavoidable to meet customers’

atisfaction; flexibility is a necessary condition to remain competi-

ive in an ever-changing market; and reduction of WIP is a factor to

inimize the production cost and the probability of obsolescence. 

Five challenging issues: 

• Supply chains are emblematic examples of the renewal of

production systems in the last decades. Supply Chain Engi-

neering is an emerging field for application of control the-

ory. This scientific domain concerns the methodical evaluation

and optimization of production systems, logistics networks and

their management policies to increase the effectiveness of mul-

tifaceted demand and supply chains. The major industrial prob-

lems and various effective approaches of inventory control in

supply chains, use of RFID and internet applications or intel-

ligent storage facilities are being examined. Radical changes

in the criteria that express the new objectives of production

systems and logistics are on-going: JIT requirements, dynamic

scheduling, dynamic pricing, etc. In addition, the main concerns
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of outsourcing are being detailed. In particular, vendor selection

and evaluation models are being developed. Certainly, ware-

houses are critical components of supply chains. Their useful-

ness is highlighted and their various functions and equipment

are being analysed. The design stage is also being extensively

considered via developing storage algorithms as well as exam-

ining warehouse sizing static and dynamic models. 

• Operations risk analytics will enable the growth and under-

standing of best practices in operations , e.g., pricing func-

tions. Banks are processing millions of transactions every day

in order to protect against fraud and terrorist financing. En-

ergy companies monitor operations process and customer ac-

tivities to protect against abnormal spikes in demand. Risk an-

alytics in business intelligence represents data-oriented tech-

niques to supplement business systems for better risk-based

decision making. Risk performance analysis in manufactur-

ing intelligence uses advanced data analytics, modelling and

simulation to produce a fundamental transformation to new

product-based economics through internet-based service enter-

prises and demand-driven supply chains. Risk evaluation plays

key roles in emerging areas such as bio-manufacturing, nan-

otechnology and energy. We see a dramatic increase in the

use of predictive analytics in these and many other areas. This

working group will bring together scientists who have different

backgrounds and disciplines and provide a set of opportunities

to discuss these open issues. 

• Ameliorating the situation of an industry requires reduc-

ing costs and maximizing customer satisfaction. These two

aims cannot be achieved without good management and good

knowhow while making decisions. These decisions are generally

associated with three levels of the hierarchical planning pro-

cess: strategic, tactical and operational levels. Generally, manu-

facturing industries aim to determine the most adequate Inte-

grated Maintenance-Production Strategies which help them op-

timize system exploitation and reduce costs. Releasing efficient

planning urges firms to have a global vision on their produc-

tion and maintenance process which may be looked upon as an

inter-dependent set of subsystems performing various functions

including ordering raw materials, assembling pieces, controlling

quality, repairing machines, storage, etc. One of the key current

issues in integrated maintenance production strategies research

is to develop a set of new which integrate maintenance and

production aspects while considering several environment con-

straints. The real goal is to face the various contemporary in-

dustrial constraints in order to optimize the system and reduce

costs. 

• The new competition is a major upheaval affecting every as-

pect of how enterprises organize and operate. The evolution

from single enterprise with a high vertical range of activities to-

ward enterprise networks offers new business opportunities es-

pecially for Small and Medium Enterprises (SMEs) that are usu-

ally more flexible than larger companies. However, in order to

make a successful commitment to an enterprise network, ex-

pected performance and benefits must be carefully evaluated

and balanced for a company to become a partner of the right

network and for the right tasks. All these issues must be con-

sidered in order to find an efficient, flexible and sustainable so-

lution. The underlying logistic networks are complex and their

analysis requires a carefully defined approach. As technological

complexity has increased, logistic networks have become more

dynamic and complex to handle. Multi-criteria approaches have

been put to use in multiple segments of manufacturing and lo-

gistics. They have taken a prominent role in integrating peo-

ple, information and products across integrated supply chain

boundaries including management of various manufacturing,

logistics and retailing operations in manufacturing, warehous-
ing and distribution of goods and services. Decisions involv-

ing customer profiling, new product development, retail mar-

keting and sales patterns are immensely refined using innova-

tive multi-criteria approaches. 

• Another important issue concerns modelling approaches for

designing and management of reconfigurable machining, as-

sembly and disassembly systems . One of the main characteris-

tics of these automated systems is that they use reconfigurable

manufacturing technologies for fast adaptation to changes in

the quantity and mix of products. Indeed, the industry has

new requirements for manufacturing systems given the shorter

product runs and the need for more customization. Produc-

tion systems should be designed to adapt its physical configura-

tion to answer market fluctuations in both volume and type of

product. One of the principal characteristics of Reconfigurable

Manufacturing Systems (RMS) is modularity: in a reconfigurable

manufacturing system, all the major components are modular

(system, software, control, machines and process). Selection of

basic modules and the way they can be connected provide sys-

tems that can be easily integrated, diagnosed, customised, and

converted. An RMS is also supposed to quickly integrate new

technologies to improve its efficiency. RMS is assumed to be the

perfect tool for the new era of mass customization that requires

simultaneously the productivity of a dedicated system and the

flexibility of agile manufacturing systems. 

.14. Control in the high-tech industry 

Over the last decades, the field of control has had a major

mpact on both the development and performance of high-tech

achines, like those used in semiconductor chip manufacturing.

or example, in lithographic tools that create the fine chip patterns

n the semiconductor substrate, a sub-nanometer positioning ac-

uracy of a mask’s image during a high-speed scanning motion is

ssential to manufacture working ICs ( Fig. 22 ). In the past 14 years,

ccelerations of stages in lithographic machines have increased six-

old, while simultaneously the positioning accuracy and settling

imes of said stages have improved ten-fold. One could advocate

hat none of these improvements would be possible without the

id of control. This is evidenced by the large number of control

oops in lithographic tools which can easily add up to the order

f 10 0 0. To maintain this progress within the coming decade, the

ollowing challenges are identified as playing a key role in defining

he control research agenda for the high-tech industry. 

• The growing contradiction between (sub)-nanometer posi-

tioning accuracy and zero settling requirements on the one

hand, versus huge actuator forces on the other hand puts

heavy demands on vibration isolation and control. In order to

achieve desiredscanning velocity, large (reaction) forces must

be exerted which lead to vibrations in frames. These vibra-

tions are not allowed to enter critical machine parts such as

optics and measurement systems. Components that function

as vibration isolators by themselves have become multivari-

able closed-loop systems interacting with the high-speed mov-

ing parts. Trends toward lightweight designs in an attempt to

reduce the (reaction) forces come with the challenge of flexi-

ble system behaviour in which control could also play a crucial

role. The control of flexible structures exploiting a large number

of sensors and/or actuators poses challenges not only on the

(modal) control design and optimization, but also on the sys-

tem design, computation and (wireless) communication. Other

challenges include further reduction of vibration levels by us-

ing multiple sensor types in parallel without introducing ex-

tra noise and minimizing the effect of noise sources and pres-

sure pulses. Control challenges mainly lie in coupling distur-



F. Lamnabhi-Lagarrigue et al. / Annual Reviews in Control 43 (2017) 1–64 47 

Fig. 22. TWINSCAN NXT:1980Di lithographic system used for IC manufacturing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

bance measurements to vibration control systems and methods

to deal with uncertain characteristics of, e.g. the floor on which

the machine is placed. 

• High-bandwidth requirements for positioning performance 

can only be met using simultaneous optimization of me-

chanical and electronic components together with control

design. The time when individual design teams created sepa-

rate components based on external specifications has long gone,

hence the birth of mechatronics. Today, structure optimization,

actuator and sensor design and layout, and controller design

form an iterative cycle towards an optimal overall design. Since

most of the design cycle time is spent creating working pro-

totypes, the first actual hardware must be very close to the

final system. Improved accuracy in modelling techniques has

contributed considerably to this goal. The long-term trend here

is toward integral hardware and control design. The ultimate

goal is to find, in an optimization context, the optimal com-

bination of controller and structure (including sensors and ac-

tuators) that minimizes some performance criterion subject to

constraints. A short-term trend is typically given by input shap-

ing and synthesis in which the hardware properties (possibly

nonlinear and time-varying) are taken into account in the ref-

erence generation as a means to not excite structural modes or

dynamic links. 

• Imaging accuracy is not only determined by mechanical po-

sitioning accuracy but requires a multi-physics approach in-

cluding thermal behaviour and control. The point-of-interest

of the imaging process is not only determined by (position)

sensor output, but also by mechanical and thermal modes.

Modelling accuracy of these modes determines the correction

potential that can be achieved by observer-like structures. A

main challenge lies in the prediction accuracy of these phenom-
ena in real time. Trends in model updating and observer design

support the need for accurate models in model-based control

design. This includes, for example, the characterization of visco-

elastic materials and behaviour that through the introduction

of rubber is expected to dominate future high-tech mechan-

ics. Traditionally, these mechanics were designed to be lightly-

damped. Also, trends in both analytical and experimental Lin-

ear Parameter Varying (LPV) modelling are important as being

an enabler for control design techniques like modal decoupling

and norm-based control. In the area of light source control,

nonlinear modelling the physics becomes increasingly impor-

tant. Another aspect in this regard is the fact that the point-of-

interest, which is usually defined as the performance location

where the actual process takes place, for example the expo-

sure in the case of lithographic tools, is usually time-varying.

Feed-forward control designs capturing the time-varying and

position dependent characteristics associated with the point-of-

interest therefore form a key challenge toward improved scan-

ning performance and throughput. Approaches based on either

distributed parameter systems or finite element models are ex-

pected to better deal with the position-dependent compliance

and/or resonance effects occurring in flexible structures. This

includes the time-varying aspect in the presence of right-half

plane zeros being the result of varying sensor locations. 

• Coordinated cooperation between subsystems is increasingly 

important. Individual control of multiple systems, e.g. stages

and lenses, is no longer sufficient to obtain the required perfor-

mance. More and more subsystems such as stages, lenses and

metrology systems ( Fig. 23 ) become actively coupled by con-

trol. Managing the resulting complexity is a major challenge in

terms of stability, robustness, as well as integration and qual-

ification of the individual components. Trends toward multi-
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Fig. 23. YIELDSTAR Metrology system allows real-time chip property measurements enabling a closed-loop rejection of process disturbances. 
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agent and multi-level control are reasonable to expect from

the increasing complexity in dealing with coordinated coopera-

tion. And trends in multi-rate control, e.g. supporting different

co-existing sampling frequencies, may prove necessary in this

regard and offer significant challenges. Also, physical interac-

tion between systems plays a larger and larger role when go-

ing to higher accuracies. For example, thermal, magnetic and

acoustic coupling between subsystems can no longer be ne-

glected. Compensation of these effects is in principle possi-

ble when accurate models are available that can be used for

on-line prediction. In the absence of such models, data-driven

calibration is considered as one of the key alternatives. Chal-

lenges in data-driven optimization and calibration are typically

robustness to disturbance variation, time-varying aspects and

bias in the parameter estimates, and convergence (speed) of

the optimization algorithm. In this regard, an important trend

is seen in machine-dedicated controller tuning as a means to

achieve machine-specific performance by acting on machine-

specific disturbances, coupling and interactions. A key challenge

here lies in combining controller specifications, which are of-

ten posed in the frequency-domain, with optimization criteria,

which are generally posed in the time-domain. 

• Cost reduction and fault monitoring. Next-generation high-

tech systems tend to become increasingly complex and costly

thereby lowering the return-on-investment and resulting in

downtime to become practically unaffordable. Trends toward

advanced control designs as to maintain performance but with

less-expensive hardware or automated fault monitoring, and di-

agnosis as to reduce downtime, are expected to grow in impor-

tance. Typical topics involve nonlinear control design for lin-

M  
ear systems as a means to avoid bandwidth limitations, wa-

terbed effects, and/or time-domain trade-offs like the necessary

increase of overshoot by introducing an extra integrator in the

control design. Automated fault monitoring and diagnosis typ-

ically involves detecting faults in large-scale data sets and pin-

pointing the source, state and/or trend monitoring, and model-

based prediction combined with some form of supervisory con-

trol, i.e. an increased level of automation and control. 

• Machine functioning in a chip manufacturing fabrication fa-

cilities (fab) is able to mitigate process disturbances by ap-

plying large-scale feedback loops. Disturbances induced in

the factory’s material flow, when measured, can be mitigated

by the lithographic tool, e.g. by on-line changing the expo-

sure dose. Measuring the on-product effects of the disturbances

and creating an overall optimizing feedback loop, allows a fur-

ther improvement of chip manufacturing quality. Trends to-

ward holistic lithography in which control exceeds the system

boundaries of the lithographic tool itself seem both promising

and challenging at the same time. Measuring key performance

measures like on-product overlay and using this information to

modify process control parameters as to control product quality,

may also evolve toward adaptation of the servo control loops

of the lithography tool itself. Servo performance of the (coordi-

nated) subsystems of the lithography tool is (partly) responsible

for the on-product overlay in the first place. 

In summary, tremendous progress in the density of features in

ntegrated circuits would not have been possible without advances

n the area of control, together with a large increase in modelling

apabilities and structure design. To support the continuation of

oore’s law while keeping manufacturing equipment affordable,
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a  
any control-related challenges are identified. Further accuracy

mprovements force us to consider new physical phenomena that

ere not relevant before. Subsystems are coupled by control al-

orithms to optimize overall performance. In the end, IC manu-

acturing will create smaller features on chips, supporting lower

ower consumption while simultaneously increasing IC function-

lity, memory storage space and operating speeds. In this vision,

ontrol will again be indispensable. 

.15. Mechatronics and control co-design and automation 

As stated in the previous section, modern mechatronic systems

emand a high integration of functional and control design. This is

ot only true for the aforementioned high-tech industry but also

or the development of general mechatronic systems. The main

river for this is the stronger differentiation by software function-

lities in modern mechatronics. A key component, resulting in ei-

her better performance, efficiency or robustness, is the underlying

ontrol architecture and the implemented algorithms. As a conse-

uence, control evolved from a fundamental to a critical technol-

gy, necessary to keep modern mechatronic systems alive, under-

ining its importance for future developments. 

In Europe, many traditional mechanical industries have moved

uickly towards intelligent machines and appliances, with the

eronautical and automotive industries spearheading this revolu-

ion. The added value of new products comes in part from more

ntelligent sensing and control. The traditional approach of sequen-

ially and separately developing the mechanical design and control

f components, pieces of equipment and machines is no longer

ustainable, in view of the growing complexity and need for the

ptimal use of resources. A similar situation exists in chemical

ngineering where the design of the plant and its control struc-

ure must be integrated to enable flexible, efficient and safe opera-

ions. The modern approach in co-design requires interdisciplinary

ompetence to merge the traditional strength of mechanical, in-

ustrial and chemical engineering education in rigorous modelling.

echatronic research projects have so far only partially addressed

he need for integrated system design. Only individual components

nd low-level integration used to be considered, lacking a wide

ystem view. Research initiatives in the direction of integrated me-

hanical and control co-design as well as process and control co-

esign will boost the integration of competences and strongly im-

act future industrial competitiveness. 

Model-based design. One way to improve model-based design

s to merge development processes and combine formerly sequen-

ial steps in the generation of a mechatronic system. Given the

omplexity of today’s applications, this is indeed necessary to keep

p with shortened development cycles. Fortunately, the available

ools allow us to move reality into a simulation model and get

rst-hand experience of the system’s behaviour – from the com-

licated interaction with the environment to the cycle time of the

ontrol code, it all can be tested under realistic conditions. This

hows the paradigm shift in the 21st century: while formerly gen-

ral purpose controllers did the job fairly well (and some still do),

ighly complex devices need control co-design from the beginning

ince control is the enabler of a large portion of the functional-

ty of the device. In addition, to make best use of the available

esources, general purpose controllers are out of scope. The age

f model-based design is blooming, where the control algorithms

re defined to fit model/system needs without compromise. Conse-

uently, engineers can start early on to optimize and improve the

ystem behaviour and do not have to wait until the commissioning

hase any longer. 

Advanced control algorithms. This shift of paradigms is

ushed mainly by advancements in processing power of computa-

ional devices. Only with these advances can we solve multi-stage
ptimization problems online, like in a Model Predictive Control

MPC) or bi-simulation of mechatronic systems. This allows us to

now what caused the system to behave in a special way, deduce

roper root causes for it and provide corrective actions. 

Reduced modelling effort. However, now that controllers can

e dedicated to a specific purpose based on sophisticated models

f the controlled devices, there is one open point remaining: the

ion’s share of the work is actually not the design of the control

lgorithm, but it is the generation of a proper model. With au-

omation technologies advancing towards the next industrial revo-

ution, devices will have virtual counterparts and all data (e.g. dy-

amics) will be shared between both the device and the model,

sing internet and cloud technologies ( Fig. 24 ). This way, devices

ill become self-aware, and so might simply be equipped with a

etailed model of their dynamic behaviour. The future tools will

e able to interpret such models of devices, and by combining de-

ices to a system, their models will form a dynamic model of their

wn, available for detailed algorithm design and testing. Moreover,

he tools will communicate with each other and propagate changes

long the toolchain automatically. Adaptation of the hardware de-

ign hence becomes adaptation of the software design and vice

ersa. 

Tailored control design. Finally, this will cut the effort needed

o generate the model, and control engineers will be able to fo-

us on their core competence – control design. Then we will be

ble to decide if we want performance, accuracy or robustness,

nd ask should the system suppress disturbances fairly well or do

e have to track a perfectly shaped reference trajectory? These are

he questions control engineers need to focus upon to squeeze the

ost out of a given approach and to dedicate their design to a pur-

ose rather than vice versa. The consequences for mechatronic sys-

ems are tremendous: instead of perfectly designing a major part

f it, only the most crucial elements need care, and control can

ake over ever more tasks to enable modularization, reusability and

nteroperability. Once there is a model available automatically, all

ptimization-based methods can finally prove their potential. None

f the designed controllers will be set up without minimizing a

ell-defined cost function. This will allow purpose-based installa-

ions that directly fit the needs of the plant owners. Control will

e a major driver for sustainability in an ever-more resource con-

trained world. 

Reliable, robust and certified solutions. A second major point

elevant for industrial applications is reliability. Given the details

f today’s modelling tools and the future self-awareness of the de-

ices, the generated models become more and more sophisticated

nd detailed. Finally, this will help us to also respect failure rates

f objects (e.g. communication channels) into the simulation, and

ore importantly, into the design of mechatronic systems. We can

rovide guarantees that might lead to software-based certification

nly, in the future. Moreover, we do not have to guess anymore

hat the problem is with the reliability of the current set-up. We

now if we have to redesign the controller or if we need a bet-

er / different communication protocol to meet the standards of

unctional safety and other higher-level requirements. Again, con-

rol (by co-design), will be a main source and driver for increasing

he quality of future mechatronic systems. 

.16. New dimensions of robotics 

Previously robots were mainly used by big companies in high

olume manufacturing (i.e. car industry). Industrial robots were

erfect to execute procedures simplified to tiny (angular) move-

ents. It takes approximately 400 times longer to program a clas-

ical industrial robot in complex operations than to execute the ac-

ual task. The robots are programmed by robot specialists. 

Today, the classical industrial robots have appeared in small

nd medium sized enterprises (SME), thus the efficiency of robot
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Fig. 24. Modern hardware-in-the-loop multi-objective mechatronic design optimization including mechanical and electrical component design and control functionality for 

the example of a medium-voltage recloser operation optimization. 

Fig. 25. Use of a virtual prototype enables faster commissioning at a lower risk. This concept will be increasingly important in the future. 
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programming methods must be improved in order to avoid losses

caused by frequent switches in small scale production. Since an

SME cannot employ a robot specialist, the robot is commissioned

by third party system integrator and programmed by an engi-

neer, who is not a robot specialist. One possible solution is virtual

commissioning (see Fig. 25 ) and remote operation via augmented

reality, where a robot specialist operates several robots working at

different SMEs in real-time. Telepresence is a big challenge during

remote operation. Telepresence is the psychological feeling of being

in an environment based on a technologically founded immersion

environment. It should provide the ideal sensation, i.e. we get the

necessary information fed back from the remote environment with

no delay. Another solution can be the super flexible programing or

supervisory system. The easiest and most natural way of program-

ming a robot is to show the task, or just interactively instruct the

robot on the task. The robot needs special visual and tactile sen-

sors and special cognitive abilities to understand and learn the sit-

uation. The robot is considered as an apprentice with the physical

strength, manipulation ability and learning capacity required for

precise manufacturing. It has a special kind of intelligence but is
andicapped in some senses. Therefore it needs special treatment.

e have to command it clearly in a special way, and we have to

upervise its work. If we can learn how to communicate with and

rain this "new worker," we can gain a new capable "colleague."

he long-term goal is that the plant manager would be able to as-

ign daily tasks to a robot as naturally as to the human workers.

or example, using CAD documentation and some verbal explana-

ions. If we have an unskilled worker, the next step (challenge) is

kill acquisition. Most of the manipulation skills can be learned in

 non-model based trial-and-error method. The robots can learn

asks by mimicking the actions of a human operator, but a skill

ransfer is also necessary since the end-effectors of the robots are

ifferent from the human hand. A skilled robot can identify the

roblem and select the necessary skill to perform the task, thus

ecoming an autonomous agent, a manufacturing robot assistant.

he next step is when the robot can work together with a skilled

uman worker, or more workers, and more robots (robot operation

n shared space). 

Robotics is facing a paradigm shift. From an organized indus-

rial environment, robots are soon to step into our complex daily
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Fig. 26. Example of an ethorobot. 
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ife. To counterpoint the new use, these non-industrial robots are

alled service robots in the corresponding ISO and IEC standards.

ervice robots need to have totally new functions and behaviours,

hich means that new problems of robot control are emerging and

ust be solved. For service robots, it is not enough to execute a

re-programmed action line. They must be able to adapt to chang-

ng environments, make their own decisions and in addition, they

ave to socially fit into the human environment. But when can we

ay that a porter robot was polite? Or a police robot decided and

rofessional? How can we describe politeness, attachment, affor-

ance and other social behaviours in a mathematical way? These

uestions might seem remote, however we need to think ahead.

long with the technical development of robots, we also have to

ddress their social integration. Similarly, we start the education

f a child in childhood and not when she/he’s already grown up. 

With the integration of service robots into our everyday envi-

onment and the expansion of roles they can potentially fulfil, new

ypes of users will be introduced to robots. Alongside the classic

sers of robots, people can be divided to four main groups: 

• Robot specialist engineer 

• Engineer, but not robot specialist 

• Non-technical but technology-literate end user like caregiver,

employee of courier company, etc. 

• Non-technical, not technology-literate end user like elderly peo-

ple 

Therefore, there is an increasing need to make the training of

obots more automated, while at the same time, to enable robots

o fulfil more and more sophisticated tasks. This requires a more

ophisticated robot control. 

In the future, robots will become part of our daily lives. We can

lso state it this way: robots are already part of our daily lives,

ut not in a coexistent manner. Industrial and service robots are

orking for humans every day. However, as long as we think that

obots only exist to follow human orders, we have the wrong un-

erstanding of next-generation robotics. Today a communicational

arrier exists between “robots” and humans. In order to fill this

ap, we have to start in the beginning: how to create a system

hich has actuators, sensors and intelligence, in such manner that

eople accept and interact with it without having any kind of chal-

enge communicating/interacting with them. 

Today’s robot applications are mainly classified in the following

ategories: 

• Manufacturing (industrial and service robots) 

• Healthcare (medical robots) 

• Outdoor (disaster management, agricultural, construction 

robots) 

All above-mentioned sectors have their own specialties related

o communication/interaction with robots. Up to now, most of the

ffort was to achieve higher user friendliness: to simplify commu-

ication interfaces, to ease programming and to develop artificial

ntelligence, which could react to sudden changes of the environ-

ent, etc. However, the main challenge is real autonomous oper-

tion in the non-industrial (non-standardised: e.g. outdoor, medi-

al) environment and in the social behaviour these robots display

or example in households and offices, in caring for the elderly, in

eveloping the abilities of autistic children or in rehabilitation. If

e want to coexist and cooperate on a daily basis with robots, we

ave to first think about robots not simply as human replacements,

ut as co-workers that aid their partners. To achieve this, we may

ave to rethink Asimov’s robot law statements, how it could be im-

lemented in a non-industrial environment, where even humans

njure themselves unwantedly. 
.16.1. Ethorobotics 

As in other fields of technology, the standardization of safety,

ensors, actuators, intelligence descriptors, operating systems, mid-

leware is the first thing to achieve. Without proper advancement

n standardization, this is not achievable. As a next step, accep-

ance of robots in early ages (as early as in kindergarten) is de-

irable. This will result in a native understanding of robots exist-

ng alongside with human beings. Along with this, industrial robot

evolution will take place, and they will be more autonomous, re-

onfigurable and understand more of the process they do, than to-

ay’s sequential program execution. Both the human and animal-

ike legged locomotion for robots are challenging. From the point

f view of technology, we need new locomotion designs, since the

ass of existing electric motors are relatively bigger than that of

he muscles found in the bodies of humans or animals. The clas-

ical model-based control methods are not applicable for sophisti-

ated motion. 

Most assistive robots were designed with human-like attributes

n mind, but due to present-day technologies, they fail to fulfil the

xpectations of the users that their human-like appearance and be-

aviour incites. The solution can be ethorobotics ( Korondi et al.,

015 ). 

Ethorobotics ( Fig. 26 ) is a new emerging interdisciplinary field

hich aims to bring together engineers who are building and pro-

ramming robots and biologists who are interested in behavioural

iscipline. Ethology is the biological science of investigating ani-

al and human behaviour in the natural environment. Robotics is

lowly reaching a stage where autonomous behaviour and interac-

ion with other robots or humans becomes a reality. Having “be-

aving” robots means that ethologist are needed both for studying

uman-robot interaction but also for cooperating in the design and

odelling of robot behaviour. 

Ethorobotics claims that robots must not be built on any pre-

oncept of being either human or animal-like but both the em-

odiment and the behaviour should be derived from the functional

emand. This means that the engineers and the ethologists have to

etermine together (1) the actual environment in which the robot

lives,” (2) the performance which is expected from the robot, (3)

he optimal (and most simple) embodiment and behaviour skill

hich is needed for successful working, and (4) complexity to min-

mum social behaviour if the robot is working in a human (an-

hropogenic) environment. The ethorobotic approach also stresses

he strong functional relationship between embodiment and be-

aviour. Embodiment should not elude a capacity which is actu-

lly not functional, and behaviour should not go beyond the actual

kills needed for good performance. Implying higher capabilities

hrough embodiment or behaviour than what the robot is actually

apable of can result in disappointment and a decrease in believ-
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Fig. 27. DIMEAS open-source autopilot. 
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ability. The ethorobotic approach ensures that the robots are func-

tional, show an acceptable performance, fit in the complex social

human environment and are cost effective. 

The bio-inspiration for ethorobotics comes from detailed obser-

vation of inter-specific interactions in nature. Human-dog interac-

tion provides the most dominant model for ethorobotics because

robots in human environment and dogs share many functions.

Dogs acquired various social skills during domestication that helps

them fit in the human social environment. Dogs excel in help-

ing humans who are sightless, are disabled or suffer from men-

tal disorders, but dogs also assist people living with diabetes or

epilepsy. Although it is unrealistic in the short-term that robots

could replace dogs in these roles, dogs serve as a very useful

model for planning and designing social and assistive robots. Dogs

inspire important behaviours with functional consequences for

human-robot interaction. These include attachment, social moni-

toring, gaze contact, simple (non-linguistic) vocal communication,

etc. The interaction between humans and dogs presents a differ-

ent approach from the widely researched human-human interac-

tion centric view. Today social robots are far from reaching the cog-

nitive capabilities of humans, therefore communication between

them and the humans should be developed accordingly and be

mainly based on simple social behavioural elements. As the re-

search on human-robot verbal communication is still in its early

stages, the development of communication should focus on the

robot’s capabilities to understand simple verbal commands and

on the non-verbal aspects of communication. Similarly to dogs,

the understanding of simple verbal commands supplemented with

contextual and gestural information should be sufficient for com-

munication. 

The other role of ethorobotics is to design test beds for detailed

quantitative evaluation of human-robot interaction, i.e., bench-

marking the service outcome. This approach goes well beyond

present day methods that are based on short human-robot in-

teractions and mainly use questionnaires for collecting data. The

ethorobotic study of human-robot interaction aims for long (hours,

days) interaction, automated data collection on human and robot

behaviour and the use of appropriate control observations and

benchmarks for performance. This aspect of research is essential

in providing more direct feedback to the engineers and the ethol-

ogists for improving the robot. 

5.16.2. Autopilots and hardware in the loop simulations for 

fixed-wing UAVs 

Autonomous small Unmanned Aerial Vehicles (UAVs) are used

frequently in military and civilian applications due to recent ad-

vances in communications, battery technology and Micro Electro-

Mechanical Systems (MEMS) electronic devices. The core technol-

ogy is the autopilot system . 

Successful deployment of small UAVs requires powerful and

lightweight autopilots with increased autonomy level including path

planning, trajectory generation and tracking algorithms. An autopi-

lot is a device able to define and impose the commands that an

aircraft has to implement in order to follow a desired flight con-

dition, determined according to the mission requirements. While

autopilots are present on commercial airliners to relieve the crew

workload, on an unmanned aircraft, they are an essential part of

the aircraft Flight Control System. Guided by an autopilot system,

an unmanned aircraft is required to follow several waypoints, pre-

determined or updated in real time. This process is called Navi-

gation. The definition of the aircraft flight parameters needed to

approach these waypoints is the Guidance, which varies according

to the mission requirements, the aircraft properties and the pay-

load features. The Control process is responsible for maintaining an

aircraft attitude that guarantees the predefined flight conditions.

Based on the hardware features and limits, the software segment
f the autopilot performs the functions of data analysis, state esti-

ator, path follower and controller which should guide the UAV in

ight without human assistance . 

However, even if the MEMS technology has been significantly

mproved in the last decades, currently UAVs tend to be complex,

xpensive and require significant time for completing a task. This

bservation has motivated the development of a collaborative con-

rol of UAVs . In particular, the control of multiple UAVs in a swarm,

r in a cooperative team scenario, has been a topic of great interest

or more than a decade, and it is still growing with the advance-

ents in UAV technologies. A collaborative team of autonomous

AVs may provide more effective operational capabilities to ac-

omplish difficult and complex tasks, compared to the control of

 single UAV. 

For a formation flight, the fundamental challenges are associ-

ted with (i) planning a large team in real time, (ii) developing

ontrollers that are robust to uncertainties and are flexible enough

o quickly respond to dynamic changes, and (iii) using communica-

ion networks to develop cooperative plans. Recent research activ-

ties are mainly focused on the second objective, i.e. the develop-

ent of a robust controller in the presence of model uncertainties

rising during platform manufacturing/modelling process, or due

o platform geometric and weight variations (such as large vari-

tions due to varying payload mass or to geometric inaccuracies)

hich may occur during the flight tests. 

Another critical issue in the study of formation flight is that the

erodynamic coupling may reduce aircraft handling qualities. Thus,

he control system designed for a specific flight condition could be

nadequate for different operating points. 

The drawback of commercial autopilots is that they are not re-

onfigurable , and changes of the on-board software are not al-

owed. In many cases, and especially for small UAVs, automated

nd systematic approaches for autopilot design are lacking. Au-

opilots are based on simple single-variable PID controllers. In this

ase, extensive manual tuning is required for obtaining adequate

erformance. More recently, customized autopilot systems that en-

ble autonomous flight using an on-board microcontroller and cus-

omized on-board algorithms, have been developed. In this way,

utopilots can be designed in hours instead of weeks, with great

ost reductions, and furthermore the UAV performance is signifi-

antly improved. 

As an example, a custom-made autopilot , designed and pro-

uced at the Department of Mechanical and Aerospace Engineering

DIMEAS) of Politecnico di Torino ( Fig. 27 ), is now briefly described.

ts main features include an open architecture, the option to be

e-programmed during flight and real-time telemetry. Sensors in-

lude a GPS, a barometric sensor, a differential pressure sensor and

hree-axis gyros and accelerometers. The CPU is the AtMega 64A3

odel with 64 Kb flash memory and 8 Kb of RAM. 
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Fig. 28. MicroHawk fixed-wing UAVs of DIMEAS group. 

Fig. 29. HIL controller integration scheme. 
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This autopilot is installed on-board of a fixed-wing UAV ( Micro-

awk UAV ), developed at the DIMEAS ( Fig. 28 ), to promote inno-

ative scientific techniques for Antarctica exploration and demon-

trations within the project ITHACA (Information Technology for

umanitarian Assistance and Cooperation Actions - in cooperation

ith the UN World Food Program). In particular, this project aims

t conducting an intense operational and research activity in the

rea of geomatics for the analysis, evaluation and mitigation of

amages caused by natural or anthropoid hazards. 

In the academic community, most of the studies rely on

imulations to test the proposed control strategies, and only a

ew institutions have the infrastructure required to carry on the

xperimental testing of multiple UAVs. The aircraft needs to be

iloted during non-controlled manoeuvres (take off and landing,

or instance), or as a safety feature to recover from undesired be-

aviours. In order to reduce the economic costs of a complex multi

AV system, and to avoid crashes of the system during flight tests,

eal-Time Hardware in the Loop (HIL) simulations are very effective

ethods for testing the overall control performance and the safety

f the systems before conducting actual flight tests. The challenge

ies in testing the autopilot features and the closed-loop perfor-

ance without crashing and damaging the real hardware ( Figs. 29

nd 30 ). 

If the HIL simulation is embedded in a model-based design pro-

ess, it can be used during the early aircraft design stages. The

IL simulator is jointly designed with the real plant and can be

sed by control engineers to test the performance of the control

ystems. These tests could reveal problems and errors that would

therwise have been detected at the final stages of the design pro-
ess, when the control system and plant are already integrated. HIL

imulation may be embedded in the design process by test au-

omation. The process can be fully automated by including it in

he system of the controller design. 

When a HIL simulator is equipped with 3D visualization device,

hich represents the plant very well, it can be also used for train-

ng. These HIL simulators are called training simulators . Training

imulators are very useful when operating on hazardous or very

ostly UAVs. This allows operators to be trained in a secure envi-

onment in both standard and non-standard conditions. 

UAVs are difficult to control because their size drives the enve-

ope of aircraft technology, and their aerodynamics data are more

ifficult to be set. Moreover, they are generally more sensitive to

ind gust disturbance than the full-size aircraft. In addition, low

ost onboard sensors produce significant sensor data errors and

easurement noise. These are some practical observations which

uggest to incorporate uncertainties in the UAV model. Mini-UAVs

eed a controller that is robust even under unknown situations.

ost of the classical controllers need to be tuned and their perfor-

ance degrades if the UAV moves away from the predefined trim

onditions. 

Future trends in autopilot design require to develop controllers

hat are robust to uncertainties that may occur during the flight

ests. The implementation of a systematic procedure and frame-

ork of uncertainty modelling, simulation and analysis of UAV

ight dynamics for robust flight control design, should be analysed

o deal with real-world challenges of single and multi-UAV control

ystems. 
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Fig. 30. Example of HIL scheme on Matlab/Simulink. 
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5.16.3. Robot cooperation 

Many robot applications require multiple agents (software and

hardware) to provide adequate coverage or a timely response to

events. Example multi-UAV applications include environmental dis-

aster relief, urban search and rescue in the aftermath of an at-

tack (chemical, biological, radiological or nuclear), precision agri-

culture, surveillance and reconnaissance operations, fighting forest

fires, and environmental monitoring. There are numerous other ap-

plications – in fact any system, such as one that utilizes the service

robots in Section 5.15 – for which the timescales of the robot mo-

tion are comparable to the timescales of the system events (i.e.,

the desired response time of a service robot), then using multiple

robots could be beneficial. 

Depending on the application, these robot teams might con-

sist of homogeneous (all can do every task) or heterogeneous

(sub-groups distinguished by different sensors, capabilities, or

dynamics) agents. In the latter case, team-sizing and coalition-

forming are key parts of the overall problem, especially if the

groupings can change dynamically during the mission. The follow-

ing lists other key challenges in the development of robot coopera-

tion ( A Roadmap for U.S. Robotics: from Internet to Robotics 2013 ;

Autonomy Research for Civil Aviation: Toward a New Era of Flight

2017 ). 

Computation and algorithms: The overall planning problem is

to obtain proper coordination between the robots to achieve an ef-

ficient execution of the mission. This process typically requires en-

suring spatial and temporal de-confliction and synchronization of

the team while considering mission costs, available resources, and

network constraints. The problem usually combines task assign-

ment, trajectory optimization, and obstacle/collision avoidance. The

complexity of this combined planning problem scales up dramati-

cally with the number of agents, the number of tasks, the sophis-

tication of the dynamic constraints modelled in the problem, and

the degree of coupling that exists in the tasks themselves. Com-

mon solution approaches to this planning problem include integer

programming, Markov decision processes, game theory and biolog-

ically inspired approaches. The primary challenge in all of these

approaches is to develop tractable algorithms that provide both

performance guarantees and good mission performance on the ac-

tual system, which are classical questions addressed by Systems &

Control research. 

Network connectivity: Multi-robot systems typically rely on

communications to operate. Failure to communicate remotely

sensed mission data to the base may render the system ineffective,
nd the inability to exchange command/control messages could

ead to inefficiency and/or system failures. The challenge for the

ystems & Control field is to develop algorithms that either ensure

 sufficient degree of network connectivity is maintained or de-

elop alternative mechanisms for moving the data around in the

etwork. The former requires developing detailed models of the

ommunication environment that can be used to decide when and

here to locate the communication nodes in the network. The

atter requires a systematic analysis of the trade-offs of utilizing

gents for the mission tasks versus using them to “ferry” the data.

 further Systems & Control challenge is that the planning, esti-

ation and control algorithms for these networked robot teams

ust be designed to operate asynchronously and be robust to po-

entially inconsistent information across the team. Experience has

hown that incorrectly addressing these communication issues can

ave a fundamental impact on the ability of robots to cooperate. 

Trust: To collaborate, robots must be able to trust the other

gents in team – both robotic and human. This requires develop-

ent of new levels of health awareness (fault detection, isolation,

nd recovery) for the robots so that this information can be fac-

ored into the planning system. To efficiently cooperate with op-

rators, the humans will need to be able to develop a high level

f trust in the robotic system. Achieving human trust in the au-

onomy will require that the algorithms and software achieve new

evels of transparency and system self-health assessment, and that

oint operator-autonomy training be performed. In these mixed-

nitiative human-autonomy teams, the software may also need to

evelop a level of trust in the operator. This leads to important

mplications in the design of future two-way communications be-

ween the autonomy software and the operator. This must in-

lude communication of the current status and future projections.

chieving this goal requires much more information be shared

han the current state, and that the information be shared in both

irections – and all of that must all be accomplished without over-

oading the operator. 

Sensor fusion : Effective cooperation typically requires that the

ehicles have the same situational awareness (i.e., they are “on the

ame page” ). This leads to a challenging problem of developing

lgorithms that enable each robot to process and model the envi-

onment from the streaming data from the onboard sensors and

hen fuse both the information and models from the other net-

orked agents. Algorithms are needed from researchers in the Sys-

ems & Control field to develop new filters that can handle (and

hen fuse from across the team) continuous variables (e.g., local-
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Fig. 31. Smart city cyber-physical infrastructure. 
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zation with nonlinear measurements and non-Gaussian noise) and

iscrete variables (e.g., semantic labels and intents of the objects

hat are being mapped). These effort s would improve the mapping

apabilities of the team, leading to better navigation capabilities

hat enhance the degree of cooperation. Further effort is also re-

uired to enable the robots to collaborate on active sampling the

orld to efficiently reduce any uncertainty about the environment.

nformation-based planning represents a very tight level of cou-

ling in robot cooperation, and is a significant challenge for the

ontrol systems community. 

Learning and adaptation: Many of these planning systems are

odel-based and thus can be susceptible to errors in the model

e.g., in the system dynamics, in the noise levels of the perception

ystem) or the problem specification (e.g., the task specifications).

earning and adaptation can be used to improve the system perfor-

ance, especially in non-stationary environments. The challenges

n this case for multi-robot teams is to ensure that the agents can

earn efficiently from each other (transfer learning) and to ensure

hat the learning algorithms scale well with the team size. Signif-

cant future effort is also required to develop techniques that can

ound the performance of learning-based multi-robot teams. 

.16.4. Soft robot 

Soft robots are primarily composed of easily deformable mat-

ers such as fluids, gels, and elastomers that match the elastic and

heological properties of biological tissue and organs. Like an oc-

opus squeezing through a narrow opening or a caterpillar rolling

hrough uneven terrain, a soft robot must adapt its shape for a

road range of tasks, obstacles and environmental conditions. Soft

obotics is bringing a renewal of robot design: future robots, made

f such complex deformable structures composed of stiff and soft

egions, open attractive perspectives in terms of new applications,

eduction of manufacturing costs, robustness, efficiency and se-

urity (due to their compliance, they are much less dangerous

han rigid ones when interacting with humans). Controlling such

obots in a safe and accurate way would constitute a great jump

n robotics in the following years, with applications in surgery,

edicine, domestic robotics, game, arts, etc. The lack of control

nd modelling methods for soft-robots is one of the main obstacles

identified by all surveys in the field), particularly when interact-

ng with a complex environment. Among the main control issues,

he underlying physics of soft materials are known to be infinite

imensional (distributed parameter effects) and highly nonlinear

hen considering composite structures made of stiff and soft el-

ments. 

.17. Control for smart cities 

As of 2014, 54% of the earth’s population resided in urban envi-

onments, with a continuing increase estimated at 1–2% per year.

his has motivated cities to look for ways to ensure a sustainable,

omfortable, economically viable future for their citizens by be-

oming “smart.” The emerging prototype for a smart city is one

f an urban environment with a new generation of innovative ser-

ices for transportation, energy distribution, health care, environ-

ental monitoring, business, commerce, emergency response and

ocial activities. The technological infrastructure for a smart city is

ased on a network of sensors and actuators embedded through-

ut the urban terrain interacting with wireless mobile devices (e.g.,

martphones) and with an internet-based backbone with cloud ser-

ice. The data collected and flowing through such a Cyber-Physical

ystem (CPS) may involve traffic conditions, occupancy of park-

ng spaces, air/water quality information, the structural health of

ridges, roads or buildings, as well as the location and status of

ity resources including transportation vehicles, police officers and

ealth care facilities. 
Enabling such a smart city setting requires a cyber-physical in-

rastructure combined with new software platforms and strict re-

uirements for mobility, security, safety, privacy and the process-

ng of massive amounts of information (so called “big data” ). It

s important to stress that the ultimate value of a smart city lies

n “closing the loop” (see Fig. 31 ) that consists of sensing, commu-

icating, decision making and actuating – rather than simply col-

ecting and sharing data. This requires a balanced understanding of

oth “physical” and “cyber” components and the development of

ew control and optimization methods for this environment. Key

omponents of the research agenda for making smart cities a real-

ty include the following: 

• Sensing and cooperative data collection. A key challenge is

the highly inhomogeneous and distributed nature of the data

sources and the sensing devices charged to interact with them

and with each other in a cooperative manner. A sensor network

may be viewed as a control system encompassing three main

tasks: coverage control, data source detection and data collec-

tion. The interactions among these three tasks are important

and define significant trade-offs. 

• Security, safety, privacy, energy management in the collec-

tion and processing of data. The entire process of data col-

lection and processing is subject to constraints, some strictly

physical (such as limited energy) and some imposed by legal,

cultural, and economic principles and regulations. 

• Dynamic resource allocation. Most of the smart city func-

tionality involves managing limited sharable resources, such as

transportation capacity, services, water or energy. The highly

dynamic nature of the urban environment calls for novel re-

source allocation mechanisms beyond conventional algorithms. 

• Data-driven control and optimization. In part due to the

availability of enormous amounts of data in a smart city setting,

there is an opportunity to develop new schemes for control and

optimization which are driven by real-time data as much as so-

phisticated off line models. In addition, the complexity of the

stochastic processes involved in traffic or in the demand for cer-

tain resources arguably makes such data-driven mechanisms an

absolute necessity. 

• Interdisciplinary research. Technology alone cannot transform 

a city without the participation and cooperation of its citizens.

A smart city is in fact a socio-technical ecosystem of people,
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Fig. 32. System view of building HVAC. 
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technology, organizations and information. As such, the proper

design and control of this ecosystem needs to bring together

engineers, ecologists, economists, urban planners and social sci-

entists providing a wealth of interdisciplinary research oppor-

tunities based on fundamental principles of dynamical systems,

control theory, game theory and optimization. 

5.18. Advanced building control 

Globally, the building sector is responsible for 40% of annual en-

ergy consumption and over 30% of all energy-related greenhouse

gas emissions; hence, the interest in increasing energy efficiency

in buildings remains one of the key drivers in this sector. In addi-

tion to innovative building construction materials and design tech-

niques, much can be accomplished by the advanced control and

optimization of major building systems, such as the heating, venti-

lation and air conditioning (HVAC), lighting, renewable generation

sources, storage, active façade systems or others ( Fig. 32 ). 

Control and optimization can help building owners minimize

energy consumption and reduce their utility bills, while maintain-

ing comfort conditions for occupants. But it is important to over-

come some of the traditional challenges in the building sector.

Sometimes the prevailing focus on short-term reduction of upfront

engineering costs prevents implementing solutions that will ensure

cost savings in long-term. Consequently, a significant portion of

buildings may be equipped with disparate, stand-alone and siloed

systems, which are prone to faster performance deterioration. 

Building automation systems are continuously evolving to ef-

ficiently address these challenges and enable flawless and cost-

effective operation of high performance buildings. The most recent

trends are influenced by the following aspects. 

• The cloud and data analytics is one of the most important

technology advances over the past few years. The capability to

collect data from multiple data sources and move them to a

cloud repository enables implementation of powerful applica-

tions that may provide insights into building operations. Cloud

connectivity enables the retention of more detailed data about

the building and this then enables more powerful building an-

alytics that can better inform facility managers about likely

HVAC equipment faults, deviations from the expected energy

consumption or underperforming controllers. 

• Internet of Things (IoT) enables connecting building automa-

tion components to the IT network and generally improves

the interoperability and connectivity of control devices. IoT can

help overcome the issue of isolated building systems and sup-

port creation of a more cohesive environment. Also, with the

advent of IoT, the delivery of comprehensive and cost-effective
building automation solutions will potentially require funda-

mental changes to how systems are designed and installed.

New types of more intelligent devices and systems will be re-

quired that collect and store data directly in the cloud, where

they can be used by advanced applications. 

• User experience aspects play an increasingly important role

in the design of new applications that take advantage of con-

nected equipment, devices and automation systems whose data

can be shared with a wider audience. Two main categories of

users are building occupants and people involved in the facility

management. New types of applications and user interfaces are

delivered via smart phones and tablets that can provide mul-

tiple real-time functions such as secure monitoring of equip-

ment operation, changing setpoints, viewing and acknowledg-

ing alarms, or adjusting schedules. 

Challenges and opportunities for advanced building control:

oday’s buildings are complex environments whose operation is af-

ected by multiple dynamic factors. When considering systematic

mplementation of advanced control methods, one particular chal-

enge consists in the continuous degradation of building systems.

echanical malfunctions, sensor drifts and inappropriate configu-

ation parameters should be corrected before introducing more so-

histicated control techniques. 

Some of the new opportunities for building control include: 

• Flat IoT control architecture . Traditionally, the HVAC con-

trol systems are designed in a bottom-up manner that intro-

duces several hierarchical layers. The bottom part is repre-

sented by individual single-input-single-output (SISO) control

loops, which are then coupled by a higher level logic, residing

in plant or supervisory controllers. However, this state-of-the-

art is increasingly impacted by the proliferation of the cloud,

open architectures and IoT technologies that support separa-

tion of typical functions into only two levels: intelligent edge

devices and the cloud. This may imply that plant and supervi-

sory controllers may not be further needed under this scenario.

The base level closed-loop control functionality will be imple-

mented through a flat architecture of multiple cooperating edge

devices, while the supervisory functions will be pushed com-

pletely to the cloud environment. This concept can be signifi-

cantly cheaper to deploy, but the overall impact on the perfor-

mance of such control architecture still needs to be explored. 

• New ways for balancing comfort with energy costs . With the

increased emphasis on user experience and people’s productiv-

ity, the thermal comfort in buildings should be maintained in

a way that satisfies the maximum number of occupants. This

can be achieved by allowing individuals to define their per-

sonal comfort preferences and provide immediate feedback on
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Fig. 33. Experimental methods enabling the measurement and manipulation of in- 

dividual quantum systems. 
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the current comfort conditions. Then new algorithms will be

needed to aggregate and properly process all such inputs from

occupants and determine new crowd-sourced setpoints in the

most cost-effective way. 

• Distributed approach to whole-building optimization . Eco-

nomic optimization of all building energy systems can be for-

mulated at the whole-building level to integrate all subsystems

such as HVAC, lighting, onsite generation, and storage. The im-

plementation of this approach is complicated by disturbances,

such as weather conditions and occupant behaviours, and po-

tentially also by dynamic pricing of electricity. However, the

fundamental issue lies with building-wide optimization mod-

els, which will always be hampered by significant inaccuracy,

uncertainty and lack of data measurements. Distributed opti-

mization approaches could be more viable; these would first

divide the building into meaningful sub-systems and then opti-

mize each sub-system locally but not independently of others. 

• Multivariable HVAC supervisory control . The primary goal of

HVAC control is to maintain occupants’ thermal comfort and

system energy efficiency. This requires adjustments of multiple

setpoints—primarily temperatures and flow rates. Today these

setpoints are either kept constant or manipulated by simple re-

set rules. An obvious opportunity exists for new robust multi-

variable supervisory control strategies that will leverage prin-

ciples of model predictive control (MPC) to dynamically adapt

key HVAC setpoints based on weather conditions, occupancy,

and actual thermal comfort in zones. The challenge of devel-

oping reliable HVAC models for MPC might be addressed by

moving the optimization engine to a cloud and coupling it with

efficient analytics for identification of suitable models from the

HVAC data. 

• Building-to-grid-integration . Recently, demand response (DR)

has been recognized as a promising approach for the elec-

tricity market and an essential element of smart grid imple-

mentations. By sending changing power-price signals to build-

ing automation systems, adjustments of temperature setpoints,

cycling of HVAC equipment or other actions can be initiated,

and consequently energy use and expenditure can be reduced.

A fundamental challenge is to enable the building to partici-

pate in DR without violating thermal comfort. Advanced con-

trol strategies are needed that will manage building loads and

use the building’s thermal mass to implement pre-cooling or

pre-heating strategies and adapt zone temperature trajectories.

In addition to dynamic load management, in many cases, the

scope of optimization could also encompass local generation

and storage devices. 

.19. Nanoscience and quantum engineering 

Systems & Control can lead to significant improvements in

merging quantum technologies ranging from magnetic resonance

maging (MRI), inertial navigation systems, optical communications

o high precision metrology, quantum communications and circuits

nd prototypes of quantum computers. For example, the control of

he motional state of trapped ions, the internal state of atoms or

he quantum field in an optical cavity is commonly performed in

he lab nowadays. 

This is a result of the pioneering work of experimental teams

uch as S. Haroche’s and D. J. Wineland’s who were both awarded

he Nobel Prize 2012 for ground-breaking experimental methods

hat enable the measurement and manipulation of individual quan-

um systems. Solid-state setups like the SQUID (Superconductor

Uantum Interference Device) were also investigated, as well as

ybrid systems which combine atoms, molecules or quantum dots

ith superconducting cavities ( Fig. 33 ). 
Extensions of traditional control concepts developed for classi-

al systems, such as optimality, feedback, stability, robustness, fil-

ering and identifications to quantum systems are becoming key

ssues. As an example, feedback control admits two different quan-

um counterparts: measurement-based feedback where the con-

roller is a classical object and coherent feedback (or autonomous

eedback) where the controller is another quantum system coupled

o the system of interest. This multiplicity results from a funda-

ental difficulty that must be overcome by any quantum exten-

ion of classical feedback, namely the random back-action on the

ystem caused by sensor measurements. Similarly state estimations

quantum tomography) and system identifications (quantum pro-

ess tomography) face related difficulties leading to limits in the

recision imposed by the Heisenberg uncertainty principle. Future

echnological developments exploiting quantum features will have

o include some robust stabilising mechanism to protect their frag-

le quantum states against decoherence due to environment cou-

ling. 

Most systems are composites built with several sub-systems.

he quantum states of such composite systems live in the tensor

roduct of the Hilbert spaces of each sub-system. This is a crucial

ifference with classical composite systems where the state space

s built with Cartesian products. Such tensor products have im-

ortant implications such as entanglement with existence of non-

eparable states that are crucial resources for quantum communi-

ation and cryptography. These quantum technologies will rely on

ontrol concepts redesigned for the quantum world, in particular

or composite systems and networks. 

Scheme of the first experimental quantum feedback loop.

he system consists in micro-wave photons trapped between two

uper-conducting mirrors forming the cavity C (blue cone). The

easurement process (sensor) relies on probe atoms (pink torus

ying from left to right). They are prepared in B, interact with the

ystem during their passages between the two mirrors of C, and

re detected in D. The actuator is the classical source of photons

 with tunable amplitude A and phase �. The controller is imple-

ented in the classical computer K. It provides in real-time the

uantum state ρ (density operator of the micro-wave photons) via

 quantum filter and defines the actuator values A and � via a

uantum-state feedback. The feedback law, A( ρ) and �( ρ), stabi-

izes a prescribed photon number state (the set-point). 

In the September 2011 issue of Nature, the first experimental

mplementation of a quantum feedback loop was reported. It has

een realized in the group of Serge Haroche (see Fig. 34 ). It was

he first time that a full quantum state, involving not only the pop-

lations but also the coherences, was computed in real-time and

xploited in a feedback loop. The control goal consists in stabiliz-

ng light around photon-number states (Fock states). These quan-
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Fig. 34. Experimental implementation of a quantum feedback. 
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tum states are very different from classical ones describing usual

light: they are fragile and difficult to generate and stabilize. The

interest, but also the difficulty of this experiment, lies in the fact

that the measurement process, present in any feedback loop, in-

duces unavoidable random perturbations on the system to be con-

trolled. The feedback algorithm used for this experiment relies on

a quantum adaptation of Lyapunov control techniques. This kind of

feedback where the controller is a classical system corresponds to

measurement-based feedback. 

5.20. Social and techno-social networks 

The systematic study of social networks, or Social Network

Analysis (SNA), takes its origins in 1930s, but was, in fact, an-

ticipated and inspired by earlier contributions on social philoso-

phy and psychology, published at the turn of 19th and 20th cen-

turies. SNA, which has now grown into a large interdisciplinary

area, inaugurated a new paradigm in social and behavioural sci-

ences. Unlike “individualistic” social theories, which consider in-

dividual choices of social actors, this new theory focused on ex-

amination of social relations, influences, structures and movements

(i.e. group actions). Subsequently, the term social network , which is

a central concept to SNA, was coined. Social network is a structure,

consisting of social actors (either individuals or organizations) and

ties between them , which stand for social relations or interactions.

Representing social networks by their interaction graphs , SNA

efficiently employed many graph-theoretic tools. The symbiosis be-

tween mathematical (and later, algorithmic) graph theory and SNA

provided many computationally efficient algorithms for analysis of

large-scale systems (e.g. graph density and clustering coefficients,

cliques, homophily and cohesion, measures of centrality, includ-

ing closeness, betweenness and eigenvector). The statistical theory

of complex networks and physical processes over them ( Newman,

2003 ) was strongly inspired by the “small-world effects” in social

networks that are prominently illustrated by the widely known

“six degrees of separation’ ’ theory. We also notice that statistical

properties of complex graphs, in particular the World Wide Web

(WWW), lie at the heart of efficient algorithms for node ranking

(e.g. the PageRank paradigm) and fast web search. 

On a parallel path, more than 60 years ago, Norbert Wiener

introduced the general science of cybernetics, with the objective

to unify systems, control and information theories. In the context

of social sciences, Wiener argued that “society can only be under-

stood through a study of the messages and communication facilities

which belong to it ” ( Wiener, 1954 ). The development of social and

behavioural science in the 20th century confirmed the key ideas

of Wiener, which more recently led to the increasing comprehen-

sion that “the foundational problem of sociology is the coordination
nd control of social systems ” ( Friedkin, 2015 ). Nevertheless, the

ell-developed theory of SNA, extensively adopting tools and ideas

rom applied mathematics, statistical physics and computer sci-

nces, still has little intersection with Systems & Control. In fact,

he realm of social systems remains a key challenge for modern

ystems & Control science despite rapid developments and impres-

ive achievements ( Murray, 2003; Samad and Annaswamy, 2014 ). 

The most important reason for the gap between systems and

ocial sciences was perhaps the lack of mathematical models rep-

esenting a social group as a dynamical system . Focusing on the

opological properties of social networks, SNA paid much less at-

ention to dynamics over them, confining to special processes,

ully determined by the topology, such as random walks, epidemic

pread or percolation phenomena ( Newman, 2003 ). On the other

and, dynamics were very limited in the tools for mathemati-

al analysis and numerical simulation of large-scale social groups.

ecent years, however, have witnessed substantial activities to-

ards the creation of dynamic social network analysis, which were

pened up by the general rapid progress in the study of com-

lex systems and the development of algorithms and software for

heir analysis. A closer examination of complex networks, including

hose arising in nature, economics and industry, has revealed some

ommon principles of their coordination and self-organization (e.g.

onsensus protocols for distributed decision making, synchroniza-

ion of coupled oscillators and coordinated motion of birds in

 flock are governed by similar models). The discovery of these

nalogies, on one hand, attracted considerable attention of many

esearch communities to models of social groups evolution. Even

or groups of small size these models exhibit rich and non-trivial

ynamics, which may give a clue to the solution of hard algorith-

ic problems (such as clustering) and evolution of complex natural

ystems, which exhibit persistent disagreement and other “irregu-

ar” behaviours. On the other hand, many models of social dynam-

cs were inspired by complex processes studied in various applica-

ions ( Newman, 2003 ). 

The number of models which describe social groups dy-

amics and primarily deal with the evolution of individuals’

pinions is currently growing ( Friedkin, 2015 ). Even commonly

ccepted and experimentally validated models, such as bounded

onfidence models by Hegselmann–Krause and Deffuant–Weisbuch

r the Friedkin–Johnsen model, are still far from being deeply in-

estigated from the Systems & Control-theoretic viewpoint. In par-

icular, some basic questions concerning their identification, con-

rollability and robustness still remain unsolved. Furthermore, how

seful these models are in describing the behaviour of large groups

n real social networks, is a widely open problem. Its solution may

ridge the gap between the “dynamic model-based approach” pro-

ided by the models previously discussed and the “data analysis

pproach” proposed by other scientific communities such as com-

uter science or physics. 

Much more challenging, however, are the properties of Techno-

ocial Networks, emerging from the interplay between technolog-

cal and social networks ( Fig. 35 ). Besides usual personal interac-

ions among social actors (such as face-to-face meetings), the re-

ent progress in communications and networking opened up the

ossibilities of virtual (online) interactions via instant messages,

hats and other microblogging tools. Virtual interactions enable

ighly asynchronous, flexible and heterogeneous opinion formation

rocesses, where individuals may discuss simultaneously several

nterrelated topics in different forums, getting immediate response

nd feedback . The downside of virtual interactions are new threats,

uch as malicious attacks, spamming and dissemination of extrem-

st doctrines. The relevant effects and dynamics are uncovered by

he existing models, and require the creation of a new theory at

he “crossroad” of engineering, computer science and social sci-
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Fig. 35. Face-to-face meeting and virtual interactions in a techno-social network. 
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Fig. 36. Feedback loop for trading. 
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nces, where mathematical methods of Systems & Control theories

ill undoubtedly play a major role. 

The challenges of Techno-Social Networks are numerous, and

any of them are now briefly outlined. It seems that these chal-

enges may be labelled as Dynamics over Techno-Social Networks

DTSN). The theory of DTSN will focus on the study of both topo-

ogical and dynamical properties of the network, especially those

elated to its resilience (robustness against failures of nodes, links

nd malicious attacks at them). Unlike the classical SNA and ex-

sting results of complex networks, DTSN has to deal with graphs

hat are not only large scale, but also evolve over time, so that

odes and links are constantly created and deleted. An important

ssue is elaboration and empirical validation of opinion formation

odels over such networks, allowing the social actors to interact

synchronously and simultaneously communicate on interdepen-

ent topics in several forums. 

A list of some future challenge candidates includes: 

• analysis of belief system dynamics with interrelated topics and

logic constraints 

• study of the “temporal” communication graphs whose nodes

and links may continuously appear and disappear; 

• new concepts of centrality measures in temporal graphs and ef-

ficient distributed algorithms for centralities computation; 

• new models of node and link ranking (e.g. extension of the

PageRank paradigm), and relevant algorithms (these algorithms

should ideally detect “techno-social spamming” when individu-

als, or machines, are fictitiously broadcasting artificial connec-

tions); 

• analysis of the mathematical relations between the models of

opinion dynamics and the models for node and link ranking; 

• algorithms for counteracting malicious individuals, sending er-

roneous messages (extensions of the Byzantine agreement ap-

proach studied in computer science to deal with resilient quan-

tized consensus); 

• analysis of the effects of combined communication failures and

malicious attacks; 

• asynchronous and spontaneous interactions among individuals

connected on the web. 

The theory of complex networks has recently attracted the at-

ention of many research communities in the fields of applied

athematics, engineering, natural, social and behavioural sciences,

conomics and finance. The key to robust and sustainable func-

ioning of many networked systems arising in these areas, is the

ynergy between dynamical models and feedback, which is a very

istinctive feature of the Systems & Control theoretic approach.
his approach is now proving its success and impact in many real

orld applications. These major achievements give a hope to the

uture success of Systems & Control theoretic methods in analy-

is and control of social and techno-social networked systems. This

rogress, however, requires further convergence between Systems

 Control, engineering and social sciences, to facilitate the creation

f new dynamic models, and the development of efficient data

nalysis algorithms for their testing. 

.21. Control and model-free stock trading in financial markets 

In this sub-section, an overview of a new application area in-

olving the use of tools from classical control theory in the con-

ext of stock trading in financial markets is provided. For a detailed

urvey of this research area, the reader is referred to the March

016 issue of the IEEE Transactions on Automatic Control where

he relationship between this application and results in the litera-

ure, both in finance and control, are discussed. In Fig. 36 below, a

igh-level feedback system for stock trading is depicted. The moti-

ation for the research area underlying this application comes from

he fact that dynamic models for stock prices are not notoriously

nreliable. This is epitomized by the two market crashes over the

ecade covering 20 0 0–2010. These clearly illustrated deficiencies

n existing theory. 

During these crashes, dramatic and sudden changes in mar-

et volatility and asset correlations rendered classical stock-trading

rice models rather useless. The new applications and associated

heory being reviewed here are based on fundamental ideas about

daptation in feedback loops. The work concentrates on regulation

f a portfolio’s gains and losses with the attainment of «robust per-

ormance» as the goal. This means that the portfolio’s value is in-

reasing over time without large «drawdowns». 

Model-free aspects : Based on profits and losses, investment

evels are adaptively adjusted by a controller without using any

ype of stock-price model. This is made possible by having the

mount held in various assets adaptively modified based on ob-

erved performance. We call such a scheme performance-driven

odel-free asset management . Simply put, we use a set of «rules»

or investment level updates rather than a predictive model. To

rovide an analogy for the reader uninitiated in finance, imagine

he problem of bringing bathtub water to a desired temperature

et point. For a feedback-control theorist, the fact that a thermo-

ynamic fluid model may not be needed is second nature. With

dequate sensing and actuation, the following simple feedback rule

ill often suffice: «If the bathtub water is too hot, add cold water.

f the bathtub water is too cold, add hot water». For the case of

tock trading, our view of asset management is much the same as

he one given for this bathtub scenario. Whereas the hot-cold wa-

er inflow for the bathtub is regulated in a reactive manner with-

ut a predictive model, for the case of investment, the inflow or

utflow of investment dollars into portfolio components is regu-
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Fig. 37. Stock trading via linear feedback. 

Fig. 38. Stock trading with saturation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 39. Facebook daily prices in 2013 and 2014. 

Fig. 40. Account value evolution for Facebook. 
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lated in a reactive manner without regard for prediction of future

prices. 

Simple linear feedback example : A simple closed-loop system

is obtained by allowing the instantaneous investment amount to

be a feedback on the gains or losses. The implementation for the

special case of a simple linear static output feedback is shown in

Fig. 37 . 

For such a controller, an upward price trend increases the profit

which in turn results in an increased investment. Similarly, a price

decline reduces the profit leading to a reduced investment. This

strategy might be appropriately be called a «trend follower» be-

cause it will adaptively grow the investment amount to «catch» an

upward trend and attenuate losses on a stock price decline. Simi-

larly, by using negative feedback gains and «shorting» a stock, one

captures a downward trend and reduces losses on a price rise. 

More general controllers : The use of a pure gain above is just

one of many possible control structures which one can use to de-

termine the investment level. For example, one can add memory to

the controller via a PI configuration and considerations for broker-

imposed leverage constraints can be handled via inclusion of a sat-

uration device in the forward path; e.g., see Fig. 38 . 

Simulation and back-testing with historical data : Ongoing

research in this application area includes a significant computa-

tional component. To benchmark the controller, we typically carry

out two types of simulation. The first type of simulation involves

synthetic price data. In this regard, we often use the most fa-

mous class of prices in finance: those which are obtained as sam-

ple paths of a Geometric Brownian Motion. This class serves as a

«proving ground» within which performance can be assessed. The

second type of simulation involves a back-test using historical data.

To illustrate what is meant by this, we begin with Fig. 39 where

closing stock prices for Facebook (FB) are given covering the two

years period 2013 and 2014. 

Using one of our feedback controllers called «Simultaneous

long-short» we simulate daily trading over the two-year period and

generate a plot of the account value as a function of time. Begin-

ning with an account value of $10,0 0 0, and investment limited to

$20,0 0 0, using forward, following the initial period of decline cor-

responding to the time period immediately after the initial public

offering, we largely encounter an upward trending market. For the
econd test simulation, we use the reverse-order prices which are

een to be downward trending. One of our objectives here is to

emonstrate that the controller is «smart enough» to adapt to ei-

her market direction. For these two cases, Fig. 40 shows evolution

f the account value. 

Directions for further research : The discussion above involves

rading a single stock. Ongoing work in this area involves extend-

ng this feedback control framework to trade a portfolio consist-

ng of many stocks. In this setting, there are many exciting adap-

ive control problems which would be of interest to consider. For

 portfolio, we envision dynamic adaptation of a set of feedback

ains which essentially serve as the weights for portfolio compo-

ents. That is, the i th feedback gain tells the investor what per-

entage of the amount invested should be allocated to the i th

tock. The formulation of this «gain selection problem» can pro-

ided in terms of optimization theory. That is, given a set of

erformance and risk metrics, one formulates an optimization

roblem, perhaps even convex, whose solution provides the de-

ired portfolio weights above. 
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Fig. 41. IoT for process automation will require interoperability between different vendors and a trade-off between fog/edge and cloud computing. 
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.22. The role of control for IoT 1 

In this “first wave” of Internet of Things (IoT), attention has 

oncentrated on wireless sensors, cloud connectivity, big data an-

lytics and mobile apps. The concept of IoT, however, extends be-

ond these components and capabilities (see Fig. 41 ). For example,

 white paper by the IEEE Internet of Things Initiative defines a

uch more expansive vision ( Minerva, Biru, & Rotondi, 2015 ): 

“Internet of Things envisions a self-configuring, adaptive, com-

lex network that interconnects ‘things’ to the Internet through the

se of standard communication protocols. …The things offer ser-

ices, with or without human intervention, through the exploita-

ion of unique identification, data capture and communication, and

ctuation capability.”

This “actuation capability,” especially “without human interven-

ion,” needs additional tools and research. Indeed, most definitions

f IoT are from the perspective of information and communication

echnologies (ICT), but closed-loop control in any context is not

ust, or primarily, an ICT challenge. Deep understanding of dynam-

cs and control is essential. Feedback can qualitatively change the

ehaviour of a dynamical system, for better or worse. A seemingly

enign system can become unstable if feedback is inappropriately

pplied, and, on the other hand, automatic feedback control can

nable unstable systems to reach levels of performance unattain-

ble by stable systems. The closed-loop integration of physical sys-

ems with the internet will require close collaboration between

ontrol experts and ICT experts. 

Topics for control research. IoT also promises new vistas for

he control research community. The fact that aircraft, cars, refiner-

es, buildings and medical devices function as well as they do is

estament to the power and maturity of control science and en-

ineering. But it’s worth noting a few assumptions on which this

uccess rests. The communication networks in control systems are

enerally assumed to be deterministic and reliable. Real-time oper-

ting system platforms rely on predetermined, static schedules for

omputation and communication. Some control is now occurring

ver the internet, but at a supervisory level—for power grid dis-

ribution stations, wastewater treatment plants, some commercial
1 Parts of this section appeared previously in ( Samad, 2016, Samad, 2016 ); copy- 

ight IEEE. 

 

 

 

 

uildings and other applications. Closed-loop automation, more of-

en than not, requires a dedicated, on-site, end-to-end control sys-

em. 

Control in the Internet of Things imposes control-theoretic chal-

enges that we are unlikely to encounter in our usual application

omains. More research is needed in a number of areas, including

he following: 

• Control over nondeterministic networks . Today’s control sys-

tems assume deterministic communication and computation—

in fact the execution and communication infrastructure is rig-

orously designed to ensure determinism. Nondeterminism—e.g., 

unpredictability in sensor reading, packet delivery, or process-

ing time—complicates closed-loop performance and stability. 

• Latency and jitter. Control over the internet and clouds will

require much greater attention to latency (the end-to-end de-

lay from sensor reading to actuation) and jitter (the variance in

the inter-sampling interval). The techniques used in control ap-

plications today to deal with these phenomena are unlikely to

suffice. 

• Bandwidth . Many control applications are not demanding of

communication bandwidth—a few sensor reads and actuator

outputs per second can suffice. But even this level of network

performance may not be assured with mobile and/or internet

connectivity. Furthermore, in the Internet of Things, closed-loop

control with feedback of video and other high-dimensional data

is envisaged. The sophisticated signal and image processing al-

gorithms involved will best be run on cloud platforms and will

stress available bandwidth. 

• Cyber- and physical security, and resilience. The physics of

the “things” in IoT, if appropriately incorporated, can enhance

detection and protection approaches for both cyber and phys-

ical security. Conversely, physics and feedback can open the

door to new attack scenarios: e.g., a well-performing control

system may be rendered unstable by introducing small delays

in communication pathways. 

• Interoperable and plug-and-play sensors, models, and algo-

rithms . With our digital devices and platforms we have become

accustomed to features such as auto-discovery, search, compo-

sition of services, and plug-and-play integration. These are not

as yet available for control applications. To get there, interop-
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erability will need to extend beyond the interface specification;

“dynamic” compatibilities will also be critical. 

Related IoT enhancements. Today’s IoT infrastructure places

limitations that new theoretical and algorithmic developments by

the control community can only partially overcome. Available com-

ponent technologies and the IoT stack as often envisioned funda-

mentally limit the potential for advanced control. Research in IoT

technologies is targeting these limitations and will also open the

door for closed-loop control, especially for high-bandwidth, highly

reliable, and high-performance applications: 

• 5 G networks. Cellular communication technology has pro-

gressed by “generations” but the next advance is seen as a

“paradigm shift.” Dramatic enhancements in bandwidth, flexi-

bility, and intelligence are foreseen, with data rates two to three

orders of magnitude greater than 4 G systems. 

• The tactile internet. Round-trip latencies with wireless com-

munication are not currently low enough for many real-time

control applications. A key threshold is seen as 1 ms, at which

point human-in-the-loop wireless control becomes feasible.

This era of the “tactile internet” is expected to open up a vast

space of new closed-loop applications. 

• Fog computing. The cloud is a central element of today’s IoT

stack, but a critical bottleneck for reliable real-time control.

“Fog” or edge computing architectures enable processing to oc-

cur closer to the sensors and actuators, with advantages of

speed, security, reliability and efficiency . 

Conclusion. Control expertise will be required to realize the vi-

sions of IoT that we, its proponents, are promising. At the same

time, IoT brings new and exciting opportunities for research and

development in control. Research in IoT platforms and technologies

is also targeting enhancements that will provide the infrastructure

necessary for supporting advanced real-time closed-loop applica-

tions. 

To illustrate, here are some prospects that can motivate collab-

orative research: 

• Systems that are not physically connected or co-located could

be coordinated in real time; 

• Optimized performance (e.g., energy efficiency) could be

achieved for small-scale systems that cannot afford dedicated

control systems; 

• High-fidelity models could be widely applied for real-time con-

trol via IoT implementations; 

• Global networks of sensors and actuators could be imple-

mented and coupled with sophisticated control and optimiza-

tion algorithms; 

• Greater redundancy and fault-tolerance could be achieved

across critical infrastructures. 

There is much to be done before the full IoT vision can be re-

alized and control engineers and scientists have a critical role to

play. 

6. Operational recommendations 

Funding agencies are a key tool for fostering these new re-

search and development. However there seems to be a trend of

government and funding agencies moving towards favouring fund-

ing areas that can show a direct and more-or-less immediate ef-

fect on technology development and successful applications with

direct economic impacts. While Systems & Control science is at the

heart of these new multidisciplinary developments, it is often hard

to explicitly recognize and show the importance of our field out-

side our community. Therefore, to remain successful in the quest

for funding support, the community will need to position itself in
 strategic way and may need to seek stronger connections with

eighbouring societies and disciplines, while at the same time pur-

uing development of tools and methods for addressing these next-

eneration Systems & Control problems. In the following some rec-

mmendations are listed in order to provide the means to de-

elop this extremely important scientific and technological disci-

line whose critical role in ICT is essential in the future: 

➢ Pursue all recommendations from Murray (2003 ) 

• Substantially increase research aimed at integrating control,

computer science, communications and networking. This in-

cludes principles, methods and tools for modelling and con-

trol of high-level, networked, distributed systems, and rigorous

techniques for reliable, embedded, real-time software. 

• Substantially increase research in control at higher levels of de-

cision making, moving toward enterprise-scale systems. This in-

cludes work on dynamic resource allocation in the presence of

uncertainty, learning and adaptation, and artificial intelligence

for dynamic systems. 

• Explore high-risk, long-range applications of control to new do-

mains such as nanotechnology, quantum mechanics, electro-

magnetics, biology and environmental science. Dual investiga-

tor, interdisciplinary funding was suggested as a particularly

useful mechanism in this context. 

• Maintain support for theory and interaction with mathematics,

broadly interpreted. The strength of the field relies on its close

contact with rigorous mathematics, and this was felt to be in-

creasingly important in the future. 

• Invest in new approaches to education and outreach for the dis-

semination of control concepts and tools to non-traditional au-

diences. The community should do a better job of educating a

broader range of scientists and engineers on the principles of

feedback and the use of control to alter the dynamics of sys-

tems and manage uncertainty. 

➢ Substantially support the seven key research and innovation

challenges: 

1. Distributed networked control systems 

2. Data-driven dynamic modelling and control 

3. Complexity and control 

4. Critical Infrastructure Systems 

5. Cyber-Physical System of Systems 

6. Autonomy, cognition and control 

7. Cyber-Physical and Human Systems 

➢ Support basic research and research focused on application

domains 

Systems & Control has two facets: research in basic princi-

ples, theories, and tools, and research related to specific ap-

plication domains. The strength of the discipline is the inter-

play between these two sides: while research related to appli-

cation domains provides new solutions to pressing problems in

these areas, it also generates new approaches, theoretical re-

sults and tools that can be transferred to other domains, as

well as challenges to fundamental research. This fundamental

research provides the sound basis on which technical solutions

with guaranteed properties can be developed, independent of

specific applications. Funding is necessary both for fundamental

and applications-oriented research, and both in sector-specific

programs and in ICT as a program that provides enabling tech-

nologies for all sectors. 

➢ Overcome the barriers between the traditional disciplines. 

The application of Systems & Control requires knowledge of ap-

plication domains as well as its theoretical foundations. The full

strength of the discipline is made effective through close collab-

orations with researchers and developers in the application do-

mains. While this has already been achieved in many applica-

tion areas, e.g., mechatronics and process control, a qualitative
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leap is necessary in the application of Systems & Control to sec-

tors and phenomena where it has not yet been adopted, such as

health care, biological systems, social systems and development

of large infrastructures. Further development of Systems & Con-

trol also requires close collaboration with other disciplines that

study complex systems – complexity science, cybernetics, syn-

ergetic, networks science, artificial intelligence – to mention a

few. Collaborations with researchers in these areas would mu-

tualise the forces and approaches used for analysis of complex

systems, thus closing the gap between different disciplines in

order to overcome existing compartmentalization of the science

and use existing tools in more effective ways. 

. Appreciation of Systems & Control by industrials 

“Controls is a cornerstone technology to make the new Indus-

rial Internet era a reality. It provides the unique capability to

hange and optimize the behaviour of machines and systems at

ll levels of business and society. As the world becomes more in-

erconnected, uncertain, and dynamic, we will increasingly turn to

ontrols for robust solutions.” Brent Brunell( ∗), Technology Leader

onnected Controls, GE Global Research. 

“The hidden capability of control system technology definitely

ettled a transformation having been moved from the status of

service” for a corresponding technological solution to the sta-

us of “product” being nowadays a fundamental brick for the

ptimization of investment indices like capital and operating

xpenditures. In the very next future, the control role is in-

ended to further get transformed being now an unavoidable and

ransversal element in all the industrial sectors that, in turn,

re presently subject to an exponentially increasing complex-

ty.” Francesco Cuzzola( ∗) , Executive Manager Danieli Automation

pA 

“Systems & control are the backbone of our operations environ-

ent, providing tools/technologies/insights enabling smarter and

ore economic operation while reducing the eco footprint.” Alex

an Delft( ∗), Corporate Manager Process Control, Royal DSM NV, Cor-

orate Operations, The Netherlands. 

“Real-time measurement, modelling & control platforms will

rive a smarter planet through the broad Implementation of feed-

ack control.” Darío Gil, Program Director, Energy Technology and

trategy IBM T.J. Watson Research Center. 

“The role of a control system is to ensure engineering in-

ovation at the lowest cost with the highest quality.” Maryam

hanbaghi( ∗), former manager of advanced control system at Corning

ncorporated, USA. 

“The systems, control and automation disciplines play a criti-

al role in maximising value from the emerging and increasingly

omplex integrated cyber manufacturing systems.” Michael Lees( ∗),

rocess Control and Automation Manager, Carlton & United Breweries

 Yatala plant (A subsidiary of SABMiller plc). 

“Systems & control provides the ability to understand, model,

nd often improve, everything. With today’s megatrend of software

n everything, it is more important, more powerful, and able to

ake a bigger impact than ever before on the future of human-

ty.” Jack Little, President and cofounder of MathWorks. 

“In the current age the extraordinary increase in complexity, a

ajor challenge in many fields, calls for detailed system wide anal-

sis, estimation and high performance control design in order to

nable optimal system operation at the physical limits without in-

reasing cost.” Silvia Mastellone( ∗), Principal Scientist, ABB Corporate

esearch Switzerland Ltd. 

“The transition towards a low carbon and sustainable eco-

omic will require a more efficient utilization of existing as-

ets, raw materials and energy: advanced modelling, simulation

nd controls are definitively key enablers for this transition.”
atrick Panciatici, Scientific Advisor, RTE (French Transmission System

perator). 

“Control is the only discipline that provides a rigorous founda-

ion for optimal decision making under uncertainty for dynamical

ystems, and it is thus a crucial discipline for managing all such

ystems—engineered devices of all kinds, complex infrastructures

hat are the platforms for our civilization, economic and social or-

anizations, and indeed our planetary ecosystem.” Tariq Samad( ∗),

orporate Fellow, Honeywell (retired). 

( ∗) Member of the IFAC Pilot Industry Committee 
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