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A B S T R A C T

We consider Ponomarev’s recent predictor-based control design for nonlinear systems with distributed input delays and remove certain restrictions to the class of systems by performing the stability analysis differently. We consider nonlinear systems that are not necessarily affine in the control input and whose vector field does not necessarily satisfy a linear growth condition. Employing a nominal feedback law, not necessarily satisfying a linear growth restriction, which globally asymptotically, and not necessarily exponentially, stabilizes a nominal transformed system, we prove global asymptotic stability of the original closed-loop system, utilizing estimates on solutions. We then identify a class of systems that includes systems transformable to a completely delay-free equivalent for which global asymptotic stability is shown employing similar tools. For these two classes of systems, we also provide an alternative stability proof via the construction of a novel Lyapunov functional. Although in order to help the reader to better digest the details of the introduced analysis methodology we focus on nonlinear systems without distributed delay terms, we demonstrate how the developed approach can be extended to the case of systems with distributed delay terms as well.

1. Introduction

1.1. Background and motivation

In Ponomarev (in press) the following class of systems is considered

\[
\dot{X}(t) = f(X(t)) + B_1(X(t))U(t - D) + B_0(X(t))U(t) + \int_{-D}^{0} B_{\text{int}}(\theta, X(t))U(t + \theta)d\theta,
\]

where \(X \in \mathbb{R}^n\) is state, \(U \in \mathbb{R}\) is control input, \(D > 0\) is a delay, \(t \in \mathbb{R}\) is time, \(f : \mathbb{R}^n \rightarrow \mathbb{R}^n\) is vector field, and \(B_0, B_1 : \mathbb{R}^n \rightarrow \mathbb{R}^n\) and \(B_{\text{int}} : [-D, 0] \times \mathbb{R}^n \rightarrow \mathbb{R}^n\) are input vector fields. A predictor-based control law is designed in Ponomarev (in press) for the stabilization of (1).

In this article, we consider the following system

\[
\dot{X}(t) = f(X(t), U(t - D), U(t)),
\]

under a predictor-based control law that is constructed employing the design tools introduced in Ponomarev (in press)

Numerous recent results on the predictor-based stabilization of nonlinear systems controlled only through a single input channel with delay are reported, including systems with constant (Krstic, 2009, 2010; Mazenc & Malisoff, 2014), state-dependent (Bekiaris-Liberis & Krstic, 2013a,b,c), input-dependent (Bresch-Pietri, Chauvin, & Petit, 2014), and unknown (Bresch-Pietri & Krstic, 2014) delay, systems stabilized under sampling (Karafyllis & Krstic, 2012), positive systems (Mazenc & Niculescu, 2011), as well as the introduction of approximation and implementation schemes (Karafyllis, 2011; Karafyllis & Krstic, 2013, 2014). Despite the several recent developments, the problems of stabilization and of stability analysis of nonlinear systems of the form (1) and (2) are rarely investigated (Mazenc, Niculescu, & Bekaïk, 2013, Ponomarev, in press) (see also Marquez-Martinez & Moog, 2004; Xia, Marquez-Martinez, Zagala, & Moog, 2002 that adopt an algebraic approach), although both predictor-based design techniques, including classical reduction approaches (Artstein, 1982; Manitius &
Olbrort, 1979; Mondie & Michiels, 2003), optimal (Ariola & Piroenti, 2008; Shuai, Lihua, & Huanghui, 2008) and robust (Chen & Zheng, 2002; Yue, 2004) control methods, and nested prediction-based control laws (Zhou, 2014), as well as analysis tools (Bekiasis-Liberis & Kristic, 2011; Fridman, 2014; Li, Zhou, & Lam, 2014; Mazenc, Niculescu, & Kristic, 2012; Pononmarev, 2016) exist for the linear case.

Besides the theoretical significance of studying systems of the form (1) and (2), which lies in the fact that the classic linear predictor-based control design approach is extended to the nonlinear case, systems of the form (1) and (2) appear in various applications such as networked control systems (Goebel, Munz, & Allgower, 2010; Roesch, Roth, & Niculescu, 2005), population dynamics (Artstein, 1982), and combustion control (Xie, Fridman, & Shaked, 2001; Zheng & Frank, 2002), among several other applications (Niculescu, 2001; Richard, 2003).

1.2. Contribution

For system (2) we design a predictor-based control law following the design procedure developed in Pononmarev (in press). Specifically, we first define the transformation $Z$ of the state $X$ defined as

$$p(x, t) = X(t) + \int_0^x f(p(y, t), u(y, t), 0) \, dy, \quad x \in [0, D]$$

where we use the following, transport PDE representation of the actuator state $X(t)$.

$$Z(t) = p(D, t),$$

which transforms system (2) to a new system of the form.

$$\dot{Z}(t) = F(Z(t), U_t),$$

where the function $U_t$ is defined by $U_t(s) = U(t + s)$, for all $s \in [-D, 0]$. The control law that stabilizes system (7) is given for all $t \geq 0$ by

$$U(t) = \kappa(Z(t), U_t).$$

1.3. Organization

In Section 2 we prove global asymptotic stability under predictor-based feedback for general nonlinear systems. In Section 3 we identify a class of systems that includes systems transformable to a delay-free equivalent. For this class of systems we construct a Lyapunov functional with the aid of which we prove global asymptotic stability under predictor-based feedback in Section 4. We illustrate the fact that the developed approach can be applied to systems with distributed delay terms in Section 5.

Notation: We use the common definition of class $\mathcal{K}, \mathcal{K}_\infty$, and $\mathcal{KL}$ functions from Khalil (2002). For an $n$-vector, the norm $\| \cdot \|$ denotes the usual Euclidean norm. For a function $u : [0, D) \times R^n \rightarrow R^n$ we denote by $\|u(t)\|_\infty$ its spatial supremum norm, i.e., $\|u(t)\|_\infty = \sup_{\kappa \in [0, D]} u(x, t)$. For any $a > 0$, we denote the spatially weighted supremum norm of $u$ by $\|u(t)\|_{\infty} = \sup_{\kappa \in [0, D]} \|e^a u(x, t)\|_{\infty}$. For a vector valued function $p : [0, D) \times R^n \rightarrow R^n$ we use a spatial supremum norm $\|p(t)\|_{\infty} = \sup_{\kappa \in [0, D]} \|e^a p(x, t)\|^2$.

Solutions: We assume that the initial condition $U_0 \in C([-D, 0]; R)$ is compatible with the feedback law (8), i.e., that it holds that $U_0(0) = \kappa (Z(0), U_0)$, such that under the assumptions that $\kappa : R^n \times C([-D, 0]; R) \rightarrow R$ is locally Lipschitz and that $f : R^n \times R^n \times R \rightarrow R^n$ is twice continuously differentiable (Assumption 1 in Section 2), which allows one to conclude that $F : R^n \times C([-D, 0]; R) \times R \rightarrow R^n$ is locally Lipschitz, there exists a unique solution $Z(t) \in C^1([0, \infty), R^n)$ and $U(t) \in C([0, \infty), R)$ (see Hale & Verduyn Lunel, 1993; Khalil, 2004; Pepe, Karafyllis, & Jiang, 2009; Mazenc et al., 2012; Pepe, Karafyllis, & Jiang, 2008), which in turn implies from (2) that there exists a unique solution $X(t) \in C^1([0, \infty), \mathbb{R^n})$.

2. Stability analysis for general systems

Assumption 1. The vector field $f : \mathbb{R^n} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R^n}$ is twice continuously differentiable with $f(0, 0, 0) = 0$ and satisfies

$$f(X, \omega, \Omega) - f(X, \omega, 0) = g(X, \Omega)$$

for all $(X, \omega, \Omega)^T \in \mathbb{R}^{n+2}$ and some $g : \mathbb{R^n} \times \mathbb{R} \rightarrow \mathbb{R^n}$.

Footnotes:

1. For the sake of clarity of presentation the exact form of $F$ is given in Section 2.
2. The specific properties of the closed-loop system and $\kappa$ are specified in Section 2.

Although in order to help the reader to better understand the conceptual ideas of our methodology we concentrate on systems of the form (2), i.e., without distributed delay terms, the same tools can be applied to systems with distributed delay terms of the form

$$\dot{X}(t) = f(X(t), U(t - D), \int_{t-D}^t b_1(\theta - t) U(\theta) d\theta, \ldots, \int_{t-D}^t b_m(\theta - t) U(\theta) d\theta, U(t)).$$

Although in order to help the reader to better understand the conceptual ideas of our methodology we concentrate on systems of the form (2), i.e., without distributed delay terms, the same tools can be applied to systems with distributed delay terms of the form

$$\dot{X}(t) = f(X(t), U(t - D), \int_{t-D}^t b_1(\theta - t) U(\theta) d\theta, \ldots, \int_{t-D}^t b_m(\theta - t) U(\theta) d\theta, U(t)).$$

Footnotes:

1. The Lipschitzness of $F$ (Lemma 1 in Section 2) follows by the regularity of $f$ and the Lipschitzness of the solutions to $p_\kappa(x) = f(p(x), u(x), 0), p(0) = Z$ with respect to $Z \in \mathbb{R^n}$ and $u \in C([0, D]; \mathbb{R})$, as well as to $r_\kappa(x) = f(p(x), u(x), 0), r(0) = g$ with respect to $g \in \mathbb{R^n}, p \in C([0, D]; \mathbb{R^n})$ and $u \in C([0, D]; \mathbb{R})$ (see, e.g., Hale & Verduyn Lunel, 1993; Khalil, 2004).

2. The fact that $Z(t)$ and $U(t)$ are defined on $[0, \infty)$ follows from the stability properties of system (7), (8), which are established employing Assumption 3 in Section 2.
An example of systems that satisfy Assumption 1 is nonlinear systems that are affine only in the non-delayed control variable, only in the delayed control variable, or in both.

For the sake of clarity, before presenting the additional assumptions on system (2) and the main result of this section, we first state the following lemma whose proof can be found in the Appendix.

**Lemma 1.** Under Assumption 1, the transformation $Z$ of the state $X$ defined by (3)–(6) transforms system (2) to system (7), where

$$ F(Z(t), U(t), U(t)) = f(Z(t), U(t), 0) + \Phi(D, 0, t)g(p(0, t), U(t)). $$

and $\Phi$ denotes the state transition matrix associated with the following ODE in $x$ (parametrized in $t$)

$$ r_s(x, t) = \frac{\partial f(p(x, t), u(x, t), 0)}{\partial p} r(x, t). $$

One should notice that $F$ is a function of $Z(t), U(t), U_t$ since $p$ satisfies the following ODE in $x$ parametrized in $t$

$$ p_t(x, t) = f(p(x, t), u(x, t), 0) $$

$$ p(D, t) = Z(t). $$

We point out that in the absence of Assumption 1 the vector field $g$ in (11) would depend explicitly on the delayed input $U(t - D)$, thus canceling the effect of the delayed $Z$ transformation.

**Assumption 2.** The plant $\dot{X} = f(X, \omega, 0)$ is complete with respect to $\omega$.

System $\dot{X} = f(X, \omega, 0)$ is forward complete if for every initial condition $X(0)$ and for every measurable locally bounded input signal $\omega$ the corresponding solution is defined for all $t \geq 0$, i.e., the maximal interval of existence is $[0, T^{\max}_X]$ with $T^{\max}_X = +\infty$. It is backward complete if for every initial condition $X(0)$ and for every measurable locally bounded input signal $\omega$ the corresponding solution is defined for all $t \leq 0$, i.e., the maximal interval of existence is $(T^{\min}_X, 0]$ with $T^{\min}_X = -\infty$. It is complete when it is both forward and backward complete (see, for example, Lin, Sontag, & Wang, 1996).

The forward completeness requirement in Assumption 1 guarantees that the transformation $X \mapsto Z$, defined as $Z = p(D)$ via (3) (or, equivalently, via $p_t(x) = f(p(x), u(x), 0)$, $p(0) = X$) is globally well-defined. Analogously, the backward completeness requirement in Assumption 2 guarantees that the inverse $X$ transformation $Z \mapsto X$, defined as $X = p(0)$ via (13), (14) is globally well-defined as well.

**Assumption 3.** There exist a locally Lipschitz feedback law $\kappa : \mathbb{R}^n \times C([-D, 0]; \mathbb{R}) \to \mathbb{R}$, a class $\mathcal{K}_\infty$ function $\hat{\rho}$, and a class $\mathcal{K}_\infty$ function $\hat{\sigma}$ such that

$$ |\kappa(Z, \phi)| \leq \hat{\rho}(|Z|) $$

for all $Z \in \mathbb{R}^n$ and $\phi \in C([-D, 0]; \mathbb{R})$, and for the closed-loop system $\dot{Z}(t) = F(Z(t), U_t, U(t))$, $U(t) = \kappa(Z(t), U_t)$ it holds that

$$ |Z(t)| \leq \hat{\sigma}(|Z(0)|), \quad t \geq 0. $$

**Theorem 1.** Consider the closed-loop system consisting of the plant (2) and the control law (8), (3), (4). Under Assumptions 1–3 there exists a class $\mathcal{K}_\infty$ function $\hat{\beta}$ such that

$$ \Gamma(t) \leq \hat{\beta}(\Gamma(0), t), \quad t \geq 0, $$

where

$$ \Gamma(t) = |X(t)| + \sup_{t-D\leq\theta\leq t} |U(\theta)|. $$

The proof of Theorem 1 is based on the following lemma whose proof can be found in the Appendix.

**Lemma 2.** There exist class $\mathcal{K}_\infty$ functions $\rho_1$ and $\rho_2$ such that the following hold for all $t \geq 0$

$$ \|p(t)\|_{\infty} \leq \rho_1(|X(t)| + \|u(t)\|_{\infty}) $$

$$ \|p(t)\|_{\infty} \leq \rho_2(|Z(t)| + \|u(t)\|_{\infty}) $$

**Proof of Theorem 1.** Using (15), (8) we get that

$$ \sup_{t-D\leq\theta\leq t} |U(\theta)| \leq \hat{\rho}(\hat{\sigma}(|Z(0)|, t-D)), \quad t \geq D. $$

Moreover,

$$ \sup_{t-D\leq\theta\leq t} |U(\theta)| \leq \sup_{-D\leq\theta\leq 0} |U(\theta)| + \sup_{0\leq\theta\leq t} |U(\theta)|, $$

$$ 0 \leq t \leq D. $$

Combining (21), (22), by Lemma 2 (relation (20)) and the fact that $u(x, t) = U(t + x - D)$ (which follows from (5), (6)) we get that

$$ \sup_{t-D\leq\theta\leq t} |U(\theta)| \leq \hat{\sigma}_1 \left(|X(0)| + \sup_{-D\leq\theta\leq 0} |U(\theta)|, t \right), \quad t \geq 0, $$

where the class $\mathcal{K}_\infty$ function $\hat{\sigma}_1$ is given by

$$ \hat{\sigma}_1(s, t) = \hat{\rho} \left( \hat{\sigma} \left( \rho_1(s), \max(t-D, 0) \right) \right) + e^{-\lambda \max(t-D, 0)}, $$

for an arbitrary $\lambda > 0$. Similarly, by Lemma 2 (relation (20)) and using the fact that $p(0, t) = X(t)$ we get that

$$ |X(t)| \leq \hat{\sigma}_2 \left( |X(0)| + \sup_{-D\leq\theta\leq 0} |U(\theta)|, t \right), \quad t \geq 0, $$

where the class $\mathcal{K}_\infty$ function $\hat{\sigma}_2$ is defined as

$$ \hat{\sigma}_2(s, t) = \rho_2 \left( \hat{\sigma} \left( \rho_1(s), t + \hat{\sigma}_1(s, t) \right) \right). $$

Combining (25) and (26) we arrive at (17) with

$$ \hat{\beta}(s, t) = \hat{\sigma}_1(s, t) + \hat{\sigma}_2(s, t). \quad \square $$

**Example 1.** We consider the following system, which is not affine in the control

$$ \dot{X}_1(t) = 2X_1(t) + U(t) $$

$$ \dot{X}_2(t) = \frac{X_2(t) + U(t - D)}{U(t - D)^2 + 1}, $$

and which satisfies Assumptions 1 and 2. Employing (7), (11) we get the transformed $Z$ system as

$$ \dot{Z}_1(t) = 2Z_2(t) + U(t) $$

$$ \dot{Z}_2(t) = \frac{Z_2(t) + U(t)}{U(t)^2 + 1}. $$

System (30), (31) can be globally asymptotically stabilized with the control law

$$ U(t) = -2Z_2(t) - Z_1(t), $$

which can be seen using the Lyapunov functional $\dot{V} = \frac{1}{2} (Z_1^2 + Z_2^2)$, which satisfies along the solutions of (30)–(32) $\dot{V} \leq -\frac{1}{2}Z_1^2 - \frac{1}{2} (Z_1(t) + 2Z_2(t))^2 + 1$. Therefore, system (28), (29) can be stabilized with
the control law (32), where \( Z_1, Z_2 \) are defined explicitly in terms of the plant and the actuator dynamics as

\[
Z_1(t) = X_1(t) + 2 \int_0^t e^{t-t_0} \frac{d}{dt} Z_0 (s) + \frac{\partial}{\partial x} U(s^2 + 1) ds \, dt \tag{33}
\]

\[
Z_2(t) = e^{t-t_0} \frac{d}{dt} Z_0 (s) + \int_0^t e^{t-t_0} \frac{\partial}{\partial x} U(s^2 + 1) ds \, dt \tag{34}
\]

Note that the transformed system (30), (31) is completely delay-free. In fact, system (28), (29) belongs to a larger class of systems that can be transformed to a delay-free equivalent. We recognize such a class of systems, which we categorize into two different types of systems, in Section 3. Systems transformable to a delay-free equivalent. We present the main result of this section, (35) (36) is given for all \( t \geq 0 \) by

\[
U(t) = \kappa(Z(t)),
\]

where \( \kappa : \mathbb{R}^{n_1+n_2} \to \mathbb{R} \) is a continuously differentiable feedback law. Let the system \( \hat{X} = f_2(X, \kappa(Z)) \) be globally asymptotically stable. There exists a class \( KL \) function \( \beta \) such that for the closed-loop system consisting of the plant (35), (36) and the control law (50), (37)–(40) the following holds

\[
\Gamma(t) \leq \beta(\Gamma(0), t), \quad t \geq 0,
\]

where \( \Gamma \) is defined in (18).

The proof of Theorem 2 is based on the following lemma whose proof can be found in the Appendix.

**Lemma 4.** There exists class \( K_\infty \) functions \( \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \) such that the following hold for all \( t \geq 0 \)

\[
\|p_1(t)\|_\infty \leq \alpha_1 (|X(t)| + \|u(t)\|_\infty),
\]

\[
\|p_2(t)\|_\infty \leq \alpha_2 (|X(t)|),
\]

\[
\|p_1(t)\|_\infty \leq \alpha_3 (|Z(t)| + \|u(t)\|_\infty),
\]

\[
\|p_2(t)\|_\infty \leq \alpha_4 (|Z(t)|).
\]

**Proof of Theorem 2.** Since the system \( \dot{Z} = f_2(Z, \kappa(Z)) \) is globally asymptotically stable there exists a class \( KL \) function \( \sigma \) such that

\[
|Z(t)| \leq \sigma (|X(t)|), \quad t \geq 0,
\]

Hence, using the fact that \( \kappa \) is locally Lipschitz with \( \kappa(0) = 0 \), which implies that there exists a class \( K_\infty \) function \( \hat{\alpha} \) such that \( |\kappa(Z)| \leq \hat{\alpha} (Z) \), and (50) we get that

\[
\sup_{t-D \leq s \leq t} |U(s)| \leq \hat{\alpha} (\sigma (|X(t)|), t-D), \quad t \geq D.
\]

More than, \( \sup_{t-D \leq s \leq t} |U(s)| \leq \sup_{t-D \leq s \leq t} |U(s)| + \sup_{t-D \leq s \leq t} |U(s)|, \quad 0 \leq t \leq D. \]

Combining (57), (58), by Lemma 4 (relations (52), (53)), relations (39), (40), and the fact that \( u(x, t) = U(t + x - D) \) (which follows from (5), (6)) we get that

\[
\sup_{t-D \leq s \leq t} |U(s)| \leq \sigma_1 \left( |X(0)| + \sup_{t-D \leq s \leq t} |U(s)|, t \right), \quad t \geq 0,
\]

where the class \( KL \) function \( \sigma_1 \) is given by

\[
\sigma_1 (s, t) = \hat{\alpha} (\sigma (\alpha_1 (s) + \alpha_2 (s), \max(t-D, 0))) + e^{-\lambda \max(t-D, 0)},
\]
for an arbitrary $\lambda > 0$. Analogously, by Lemma 4 (relations (54), (55)) and the fact that $p_1(0, t) = X_1(t), p_2(0, t) = X_2(t)$ we get that

$$|X(t)| \leq \sigma_2 \left( |X(0)| + \sup_{-\theta \leq \theta \leq 0} |U(\theta)|, t \right), \quad t \geq 0,$$

where the class $\mathcal{KL}$ function $\sigma_2$ is defined as

$$\sigma_2(s, t) = \alpha_3 (\sigma (\alpha_1(s) + \alpha_2(s), t) + \alpha_1(s, t))$$
$$\quad + \alpha_4 (\sigma (\alpha_1(s) + \alpha_2(s), t) + \alpha_1(s, t)) .$$

Combining (61) and (62) we arrive at (51) with $\beta(s, t) = \alpha_1(s, t) + \alpha_2(s, t)$. □

\section*{Example 2.}

We consider the following system

$$\dot{X}_1(t) = X_2(t) - X_2(t)^3 U(t) - U(t - 1)$$
$$\dot{X}_2(t) = U(t).$$

Employing transformation (37)–(40), which is written for system (64), (65) as

$$Z_1(t) = X_1(t) + X_2(t) - \int_{t-1}^{t} U(\theta) d\theta \tag{66}$$
$$Z_2(t) = X_2(t), \tag{67}$$

we obtain

$$\dot{Z}_1(t) = Z_2(t) - Z_2(t)^3 U(t) \tag{68}$$
$$\dot{Z}_2(t) = U(t). \tag{69}$$

System (68), (69) can be stabilized with the following control law (Krstic, 2004)

$$U(t) = -Z_1(t) - 2Z_2(t) - \frac{1}{3}Z_2(t)^3. \tag{70}$$

Thus, the control law for system (64), (65) is given by

$$U(t) = -X_1(t) - 3X_2(t) - \frac{1}{3}X_2(t)^3 + \int_{t-1}^{t} U(\theta) d\theta. \tag{71}$$

In Fig. 1 we show the response of system (64), (65) under the control law (71) and the corresponding control effort for initial conditions $X_1(0) = X_2(0) = 1$ and $U(\theta) = 0$, for all $-1 \leq \theta \leq 0$. As Theorem 2 predicts, the closed-loop system is asymptotically stable.

Note that one could arrive at the same control law by first linearizing system (64), (65) with the change of variables (Krstic, 2004) $\xi_1 = X_1 + X_2 + \frac{1}{2}X_2^2, \xi_2 = X_2$, resulting in the following system

$$\dot{\xi}_1(t) = \xi_2(t) + U(t) - U(t - 1) \tag{72}$$
$$\dot{\xi}_2(t) = U(t), \tag{73}$$

which can be stabilized employing the control law (Artstein, 1982)

$$U(t) = -\xi_1(t) - 2\xi_2(t) \tag{74}$$
$$\dot{Z}_1(t) = \xi_1(t) + \xi_2(t) - \int_{t-1}^{t} U(\theta) d\theta \tag{75}$$
$$\dot{Z}_2(t) = \xi_2(t). \tag{76}$$

\subsection*{3.2. Systems of type II}

Motivated by Example 1 we consider the following special class of systems of the form (2)

$$\dot{X}_1(t) = f_1(X_2(t), U(t - D)) + g_1(U(t)) \tag{77}$$
$$\dot{X}_2(t) = f_2(X_2(t), U(t - D)). \tag{78}$$

Note that in comparison with (35), (36) $f_1$ and $f_2$ now depend on the delayed rather than the current input, whereas $g_1$ depends on the current rather than the delayed input. It can be shown that the transformation

$$p_1(x, t) = X_1(t) + \int_{0}^{x} f_1(p_2(y, t), u(y, t)) dy, \quad x \in [0, D] \tag{79}$$
$$p_2(x, t) = X_2(t) + \int_{0}^{x} f_2(p_2(y, t), u(y, t)) dy, \quad x \in [0, D] \tag{80}$$

transforms system (77), (78) to the following, delay-free system

$$\dot{Z}_1(t) = \tilde{f}_1(Z_2(t), U(t)) \tag{83}$$
$$\dot{Z}_2(t) = \tilde{f}_2(Z_2(t), U(t)). \tag{84}$$
where
\[
\begin{align*}
\tilde{F}_1(Z_2(t), U(t)) &= f_1(Z_2(t), U(t)) + g_1(U(t)) \quad (85) \\
\tilde{F}_2(Z_2(t), U(t)) &= f_2(Z_2(t), U(t)). \quad (86)
\end{align*}
\]
One can obtain the following result whose proof follows the same lines with the proof of Theorem 2.

**Theorem 3.** Let the system \( \dot{Z} = f_2(\mathcal{E}, \omega) \) be complete with respect to \( \omega \) and the system \( \dot{Z} = F(\mathcal{E}, \kappa(Z)) \) be globally asymptotically stable. There exists a class \( \mathcal{K}_m \) function \( \beta^* \) such that for the closed-loop system consisting of the plant (77), (78) and the control law (50), (79)–(82) the following holds
\[
\Gamma(t) \leq \beta^*(\Gamma(0), t), \quad t \geq 0, \quad (87)
\]
where \( \Gamma \) is defined in (18).

4. Lyapunov-based stability analysis for systems of type I and II

4.1. Type I systems

**Theorem 4.** Let the system \( \dot{Z} = f_2(\mathcal{E}, \omega) \) be complete and the system \( \dot{Z} = F(\mathcal{E}, \kappa(Z)) \) be globally asymptotically stable and backward complete. There exists a class \( \mathcal{K}_m \) function \( \beta \) such that for the closed-loop system consisting of the plant (35), (36) and the control law (50), (37)–(40) the following holds
\[
\Gamma(t) \leq \beta(\Gamma(0), t), \quad t \geq 0, \quad (88)
\]
where \( \Gamma \) is defined in (18).

**Proof of Theorem 4.** Consider the new PDE state \( w \) defined as
\[
w(x, t) = u(x, t) - \kappa(z(x, t)), \quad x \in [0, D], \quad (89)
\]
where
\[
z_x(x, t) = F_{cl}(z(x, t)), \quad x \in [0, D] \quad (90)
\]
\[
z(D, t) = Z(t) \quad (91)
\]
\[
F_{cl}(Z) = F(Z, \kappa(Z)), \quad (92)
\]
with an initial condition satisfying \( z_0(x) = F_{cl}(z_0(x)) \), \( z_0(D) = Z(0) \). Using (90), (91) and the fact that \( \dot{Z}(t) = F_{cl}(Z(t)) \), for all \( t \geq 0 \), we get that
\[
z_x(x, t) - z_k(x, t) = -\int_0^D \frac{\partial F_{cl}(z(y, t))}{\partial z} \left( z_t(y, t) - z_k(y, t) \right) dy, \quad (93)
\]
and hence, \( z_t(x, t) = z_k(x, t) \), for all \( t \geq 0 \) and \( x \in [0, D] \). Therefore, using the facts that \( u_t = u \) and \( u(D) = \kappa(Z) \) we obtain
\[
w_t(x, t) = w_x(x, t), \quad x \in [0, D] \quad (94)
\]
\[
w(D, t) = 0. \quad (95)
\]
Since the system \( \dot{Z} = F_{cl}(Z) \) is globally asymptotically stable (Khalil, 2002) there exists a smooth function \( S : \mathbb{R}^{n_1+n_2} \rightarrow \mathbb{R}_+ \), class \( \mathcal{K}_m \) functions \( \alpha_1, \alpha_2, \alpha_3 \), and a class \( \mathcal{K}_m \) function \( \gamma \) such that,
\[
\alpha_1(\|Z\|) \leq S(Z) \leq \alpha_2(\|Z\|), \quad (96)
\]
\[
\frac{\partial S(Z)}{\partial Z} - F_{cl}(Z) \leq -\gamma(\|Z\|), \quad (97)
\]
for all \( Z \in \mathbb{R}^{n_1+n_2} \). Using the fact that \( \frac{\partial \|w(t)\|_\infty}{\partial t} \leq -c \|w(t)\|_\infty \) for any \( c > 0 \) (Theorem 5 from Krstic, 2010) and (96), (97) we get that the functional
\[
V(t) = S(Z(t)) + \|w(t)\|_\infty, \quad (98)
\]
satisfies along the solutions of system \( \dot{Z} = F_{cl}(Z(t)) \), (94), (95)
\[
\dot{V}(t) \leq -\gamma_1(V(t)), \quad t \geq 0, \quad (99)
\]
for some class \( \mathcal{K}_m \) function \( \gamma_1 \). With the comparison principle (see, e.g., Lemma 3.4 in Khalil, 2002) we get that \( V(t) \leq \tilde{\beta}_1(V(0), t) \), for some class \( \mathcal{K}_m \) function \( \tilde{\beta}_1 \). Thus, with the help of (96) we arrive at
\[
\|Z(t)\| + \|w(t)\|_\infty \leq \tilde{\beta}_2(\|Z(0)\| + \|w(0)\|_\infty), \quad (100)
\]
From the backward completeness assumption of \( \dot{Z} = F_{cl}(Z) \) it follows that system \( Z^\Delta(\xi, t) = -F_{cl}(Z^\Delta(\xi, t)), \) where \( Z^\Delta(\xi, t) = Z(D - \xi, t) \) and \( \xi = D - \xi, \) is forward complete. Thus, using Lemma 3.5 in Karafyllis (2004) and the fact that \( \|Z^\Delta(t)\|_\infty \leq \|z(t)\|_\infty \) one can conclude that there exists a class \( \mathcal{K}_m \) function \( \tilde{\beta}_2 \) such that
\[
\|z(t)\|_\infty \leq \tilde{\beta}_2(\|Z(t)\| + \|w(t)\|_\infty - \tilde{\beta}_1(V(0), t)). \quad (101)
\]
Hence, by (89) it follows that
\[
\|w(t)\|_\infty \leq \tilde{\beta}_1(\|Z(t)\| + \|u(t)\|_\infty), \quad (102)
\]
where the class \( \mathcal{K}_m \) function \( \tilde{\beta}_1 \) is given by \( \tilde{\beta}_1(\|Z\|) = s + \hat{\alpha}_1(\|Z\|) \).

By Lemma 4 (relations (52), (53)) and relations (39), (40) we get that
\[
|X(t)| + \|u(t)\|_\infty \leq \tilde{\beta}_2(\|X(t)\| + \|u(t)\|_\infty), \quad (103)
\]
where \( \tilde{\beta}_2(s) = s + 2\alpha_1(s) + 2\alpha_2(s) + \hat{\alpha}_1(s + \alpha_1(s) + \alpha_2(s)) \).

Using (89) we arrive at
\[
\|u(t)\|_\infty \leq \tilde{\beta}_1(\|Z(t)\| + \|u(t)\|_\infty), \quad (104)
\]
By Lemma 4 (relations (54), (55)) and the fact that \( p_1(0, t) = X_1(t), \) \( p_2(0, t) = X_2(t) \) we get from (104) that
\[
|X(t)| + \|u(t)\|_\infty \leq \tilde{\beta}_1(\|Z(t)\| + \|u(t)\|_\infty), \quad (105)
\]
where, \( \tilde{\beta}_3(s) = \tilde{\beta}_1(s) + \alpha_2(s + \tilde{\beta}_1(s)) \).

Combining (100), (103), (105) the proof is completed. \( \square \)

4.2. Type II systems

Employing the same arguments with the proof of Theorem 4 we obtain the following result.

**Theorem 5.** Let the system \( \dot{Z} = f_2(\mathcal{E}, \omega) \) be complete with respect to \( \omega \) and the system \( \dot{Z} = F(\mathcal{E}, \kappa(Z)) \) be globally asymptotically stable and backward complete. There exists a class \( \mathcal{K}_m \) function \( \delta \) such that for the closed-loop system consisting of the plant (77), (78) and the control law (50), (79)–(82) the following holds
\[
\Gamma(t) \leq \delta(\Gamma(0), t), \quad t \geq 0, \quad (106)
\]
where \( \Gamma \) is defined in (18).

5. Conclusions and discussion

Although in order to help the reader to better digest the details of our methodology we presented in detail the case of nonlinear systems without distributed delay terms, one could
consider nonlinear systems having the form (9).\footnote{Note that the form \( \tilde{f} \) implies that for affine systems of the form (1) the input vector field \( \theta \) should be of the form \( \theta = h_1(x_1 b_1(\theta) + h_2(x_2 b_2(\theta) + \cdots + h_m(x_m b_m(\theta)) \), for some continuously \( \tilde{f} = f - \tilde{f} \) for all \( (\omega, \gamma, \chi) \) is globally asymptotically stable, where \( F \) is defined in (44) and

\[
F_1((Z_1(t), U(t))) = f_1(Z_2(t), 0) + g_1(U(t))
\]

where \( G_1, \Phi_2, \) and \( \Omega \) are defined in Lemma 3. Note that an analogous extension for Type II systems would not be possible because in this case, the vector field \( F_1 \) defined in (85) would also depend on \( U_t \) rather than only on \( Z_2(t) \) and \( X(t) \).

**Appendix**

**Proof of Lemma 1**

Differentiating (3) with respect to \( t \) and using (2), (5), (6) (which also imply that \( u(0, t) = U(t - D) \)) we get that

\[
p_t(x, t) - p_x(x, t) = \int_0^x \frac{\partial f}{\partial p}(p(y, t), u(y, t), 0) dy + f(p(0, t), u(0, t), U(D, t)) - p_0(0, t, 0).
\]

It follows from (A.1) that

\[
p_t(x, t) = p_x(x, t) + \Phi(x, 0, t) (f) (p(0, t), u(0, t), U(D, t)) - f(p(0, t), u(0, t), 0).
\]

Hence, using definition (4) and differentiating (3) with respect to \( x \) we get (7)–(11).

**Proof of Lemma 2**

We first prove (19). From the forward completeness assumption of the system \( \tilde{f} = f - \tilde{f} \) for all \( (\omega, \gamma, \chi) \) is globally asymptotically stable, where \( F \) is defined in (44) and

\[
F_1((Z_1(t), U(t))) = f_1(Z_2(t), 0) + g_1(U(t))
\]

where \( G_1, \Phi_2, \) and \( \Omega \) are defined in Lemma 3. Note that an analogous extension for Type II systems would not be possible because in this case, the vector field \( F_1 \) defined in (85) would also depend on \( U_t \) rather than only on \( Z_2(t) \) and \( U(t) \).

**Appendix**

**Proof of Lemma 1**

Differentiating (3) with respect to \( t \) and using (2), (5), (6) (which also imply that \( u(0, t) = U(t - D) \)) we get that

\[
p_t(x, t) - p_x(x, t) = \int_0^x \frac{\partial f}{\partial p}(p(y, t), u(y, t), 0) dy + f(p(0, t), u(0, t), U(D, t)) - f(p(0, t), u(0, t), 0).
\]

It follows from (A.1) that

\[
p_t(x, t) = p_x(x, t) + \Phi(x, 0, t) (f) (p(0, t), u(0, t), U(D, t)) - f(p(0, t), u(0, t), 0).
\]

Hence, using definition (4) and differentiating (3) with respect to \( x \) we get (7)–(11).

**Proof of Lemma 2**

We first prove (19). From the forward completeness assumption of the system \( \tilde{f} = f - \tilde{f} \) for all \( (\omega, \gamma, \chi) \) is globally asymptotically stable, where \( F \) is defined in (44) and

\[
F_1((Z_1(t), U(t))) = f_1(Z_2(t), 0) + g_1(U(t))
\]

where \( G_1, \Phi_2, \) and \( \Omega \) are defined in Lemma 3. Note that an analogous extension for Type II systems would not be possible because in this case, the vector field \( F_1 \) defined in (85) would also depend on \( U_t \) rather than only on \( Z_2(t) \) and \( U(t) \).

**Appendix**

**Proof of Lemma 1**

Differentiating (3) with respect to \( t \) and using (2), (5), (6) (which also imply that \( u(0, t) = U(t - D) \)) we get that

\[
p_t(x, t) - p_x(x, t) = \int_0^x \frac{\partial f}{\partial p}(p(y, t), u(y, t), 0) dy + f(p(0, t), u(0, t), U(D, t)) - f(p(0, t), u(0, t), 0).
\]

It follows from (A.1) that

\[
p_t(x, t) = p_x(x, t) + \Phi(x, 0, t) (f) (p(0, t), u(0, t), U(D, t)) - f(p(0, t), u(0, t), 0).
\]

Hence, using definition (4) and differentiating (3) with respect to \( x \) we get (7)–(11).
It follows from (A.7), (A.8) that

\[ p_2(x, t) = p_2(x, t) + \int_0^t \frac{\partial f_2(p_2(y, t), 0)}{\partial p_2} \times (p_2(y, t) - p_2(y, t)) \, dy \]

\[ + f_2(p_2(0, t), u(D, t)) - f_2(p_2(0, t), 0) \]  

Hence, using definition (39), (40) and differentiating (37), (38) with respect to x we get (41)-(46).

Proof of Lemma 4

We first prove (53), (52). From the forward completeness assumption of system \( \dot{s} = f_1(\mathcal{E}, 0) \) and the fact that \( p_2 \) satisfies the following ODE in \( x \)

\[ p_2(x, t) = f_2 (p_2(x, t), 0), \quad x \in [0, D] \]

\[ p_2(0, t) = X_0(t), \]  

we get estimate (53) by using, for example, Lemma 3.5 in Karafyllis (2004). Using (37) we get that

\[ |p_1(x, t)| \leq |X_0(t)| + D \left( \|p_2(t)\|_\infty + \left\| \frac{\partial f_2}{\partial p_2} \right\| \|u(D, t)\|_\infty + D \left\| \frac{\partial f_2}{\partial p_2} \right\|_\infty \right), \]  

where we used the fact that \( f_1 \) and \( g_1 \) are locally Lipschitz with \( f_1(0, 0) = 0 \) and \( g_1(0) = 0 \), respectively, which allows one to conclude that there exist class \( \mathcal{K}_\infty \) functions \( \alpha, \beta \) such that \( |f_1(X_0, 0)| \leq \alpha_1(|X_0|) \) and \( |g_1(U)| \leq \alpha_2(|U|) \) for all \( X_0, U \in \mathbb{R}^n \). Estimate (52) follows using (53). We prove next (55), (54). Performing the change of variables \( y = D - x \) in (11), (12). (A.10)

Using (40) we conclude that the signal \( p_2^y(x, t) = p_2(D - y, t) \) satisfies the following initial value problem

\[ p_2^y(x, t) = -f_2 \left( p_2(x, t), 0 \right), \quad y \in [0, D] \]

\[ p_2^y(0, t) = Z_2(t), \]  

From the backward completeness assumption it follows that (A.14) is forward complete, and hence, using the fact that \( \|p_2^y(t)\|_\infty = \|p_2^y(t)\|_\infty \) we get (55). Since from (37), (39) it follows that

\[ p_1(x, t) = Z_1(t) - \int_0^t \left( f_1(p_2(y, t), 0) + g_1(u(y, t)) \right) \, dy, \quad x \in [0, D], \]  

estimate (54) follows.
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