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Arbitrary Decay Rate for Euler-Bernoulli Beam
by Backstepping Boundary Feedback

Andrey Smyshlyaev, Member, IEEE, Bao-Zhu Guo, and
Miroslav Krstic, Fellow, IEEE

Abstract—We consider a problem of stabilization of the Euler-Bernoulli
beam. The beam is controlled at one end (using position and moment ac-
tuators) and has the “sliding” boundary condition at the opposite end. We
design the controllers that achieve any prescribed decay rate of the closed
loop system, removing a long-standing limitation of classical “boundary
damper” controllers. The idea of the control design is to use the well-known
representation of the Euler-Bernoulli beam model through the Schrédinger
equation, and then adapt recently developed backstepping designs for the
latter in order to stabilize the beam. We derive the explicit integral trans-
formation (and its inverse) of the closed-loop system into an exponentially
stable target system. The transformation is of a novel Volterra/Fredholm
type. The design is illustrated with simulations.

Index Terms—Backstepping, boundary control, distributed parameter
systems, Euler-Bernoulli beam, Riesz basis.

I. INTRODUCTION

We consider a problem of stabilization of the Euler—Bernoulli
beam by boundary feedback. The existing literature on control of
the Euler-Bernoulli beam is extensive (see, e.g., [1]-[4], [6]-[8],
[14]-[17] and references therein), however, unlike for the wave equa-
tion, “passive damper” controllers provide a limited damping for the
beam. For most cases, they provide arbitrarily fast decay rate for the
high modes but not for the low modes (or vise versa), see, e.g., [6] and
numerical calculations in [11].

In this technical note we present a novel control design for the
Euler-Bernoulli beam, which achieves any prescribed decay rate of
the closed-loop system. The beam is controlled at one boundary
using position and moment actuators and has the “sliding” boundary
condition at the uncontrolled boundary (Fig. 1). We assume that the
full state (displacement and velocity) measurements are available.

The idea of our method is to use the well-known representation of
the Euler-Bernoulli beam model through the Schrodinger equation
[18]. For the Schrodinger equation, recently developed controllers
[11] based on the backstepping method [21] improved on the common
“passive damper” controllers by moving all open-loop eigenvalues
arbitrarily to the left in the complex plane. In this technical note we
adapt the design from [11] to the Euler-Bernoulli beam. We should
note that the design does not carry over trivially from one system to
another because the boundary conditions of the beam do not directly
correspond to the boundary conditions of the Schrodinger equation.

We derive the invertible integral transformation which, together with
boundary feedbacks, converts the beam into an exponentially stable
target system. The kernels of the transformation and control gains are
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Fig. 1. Uncontrolled Euler-Bernoulli beam with the “sliding” boundary condi-
tion at 2 = 0 and the “hinged” boundary condition at 2 = 1.

given explicitly, expressed in terms of Kelvin functions. In contrast to
other backstepping designs, that have been developed for more com-
plicated models of the beams, such as the shear beam model [10] and
the Timoshenko beam model [12], here the transformation is not of
a strict-feedback form. Instead, it contains both Volterra- and Fred-
holm-type integrals.

Previously, two constructive approaches have been used to achieve
an arbitrary decay rate for the beams. In [9], and later in [22], by
choosing a special cost function the authors design the controllers that
do not require a solution of the Riccati equation. In the above papers,
the unbounded control operator is assumed to be admissible, which is
not satisfied at least for the moment control for Euler-Bernoulli beam
considered in this paper. A pole placement (or Riesz basis) approach
was presented in [20], where an infinite number of eigenvalues is
assigned by unbounded boundary feedback. In [23], a necessary
and sufficient condition was given to assign the poles by bounded
feedback. As shown in Example 2 in [23], this condition is verified for
the moment control of Euler-Bernoulli beam. However, the resulting
feedback is not as explicit as the controllers presented in this paper, as
it is represented as an infinite sum of infinite products.

The technical note is organized as follows. We start by introducing
the Euler-Bernoulli beam model in Section II. In Section III we sum-
marize the backstepping design for the Schrodinger equation. We then
present a target system for our control design in Section IV. In Sec-
tion V we show that straightforward application of the control design
for the Schrodinger equation results in the control laws that achieve sta-
bilization to a constant profile of the beam. Building upon the results
in Section V, we introduce the transformation and control laws that
achieve stabilization to zero in Section VI. In Section VII we derive
the explicit inverse transformation from the target system to the closed-
loop system. Well-posedness of the closed-loop system is proved in
Section VIII. The control design is illustrated with simulations in Sec-
tion IX. Finally, we discuss possible extensions of the result in Sec-
tion X.

II. PROBLEM FORMULATION

Consider the Euler-Bernoulli beam model

Wi (2, 1) + Wagwe(x, ) = 0,
we(0,1) = wyer(0,2) = 0,
w(l,t) = u1(t), waz(1,t) = ua2(t),

0<ae<1,t>0
>0 )
t>0.

Here w is a beam displacement and w1, u» are the position and mo-
ment control inputs. The open-loop case u; = w2 = 0 corresponds to
the beam with one “sliding” end and one “hinged” end (Fig. 1). The
objective is to stabilize the zero equilibrium of the beam.

Let us introduce a new complex variable

v(w, t) = we(a, t) — jwes(a, ) 2)
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where j is the imaginary unit. The direct substitution shows that v de-
fined in this way satisfies the Schrédinger equation

O0<ae<l,t>0
t>0 3)
t > 0.

'Uf(il),t) = _jvxz(ilfat%
v;(0,1) =0,
o(1,t) = u(t),

In a recent paper [11], the backstepping controllers were designed
that achieve an arbitrary decay rate for the system (3). This gives an
idea to adapt the control design from [11] to the Euler-Bernoulli beam
(1). However, the design is not going to be trivial because, as can be
seen from (2), regulation of v to zero does not necessarily imply the
regulation of w to zero. Before we proceed, we summarize the back-
stepping control design for (3).

III. SUMMARY OF BACKSTEPPING DESIGN
FOR THE SCHRODINGER EQUATION

As shown in [11], the controller

1

o(1t) = / KL y)o(y.t)dy 4

0

and the transformation

T

P(x,t) = v(x,t) — /k(:v,y)’u(y,t)dy =1 -P) 5)

0
where k(z, y) is a complex-valued function that satisfies the PDE

kee(2,y) = kyy(2,y) = cjk(z, y)
ky(2,0) =0 v (6)

k(e x) = =G

on the domain 0 < y < x < 1 with ¢ > 0, map (3) into the following
exponentially stable target system

Yi(x,t) = —jan(2,t) — ct(x, 1) 7
¥ (0,t) = ¥(1,¢) = 0.
The eigenvalues of this system are 0 = —c + j7°(2n 4+ 1)%/4,n =
0,1,2,.... Therefore, the design parameter ¢ allows to move them ar-

bitrarily to the left in the complex plane.
The solution to the PDE (6) is [21]

1 (Ve =)

[(j— 1)ber; ( c(x?—y? ))

k(x,y) = —cju

;yz)
—(1+j)beis (Ve@=y)]. - ®)

Here I (+) is the modified Bessel function and ber; (-) and bei; (-) are
the Kelvin functions, which are defined in terms of I; as

beri(z) = —Im {L (\/;x)} beiy(z) = Re {L(ﬁr)} )

The inverse transformation

x

o, 1) = (o t) + / o)y, iy = (T—P) ' (10)

0
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with

l(a.y) == WC_M [+ Dbers (Vela? =)
+(1 — j)beiy (m)] (an

maps (7) back into (3), (4).

IV. TARGET SYSTEM

In this section we choose the target system which sets the desired
behavior of the beam. Let us define

1y
atest) = [ [ (i) agay (12
T 0

where 1/ is the solution of the target system (7) for the Schrodinger
equation. It is straightforward to verify that o satisfies the following
fourth-order PDE:

gt + 2car + a4 Qpper =0
(Jz’r(o,t) = ”lxr(0~f) =0
a(l,t) = a..(1,¢) = 0.

13)

To establish stability and well posedness for this system, let us define
the energy state space

H.,=H;(0,1) x L*(0,1)

where H; = {f € H?*(0,1)|f(0) = f(1) = 0} and the following
induced norm is used

1

1l = [ [/ @F +la@)] dr. W(5.0) € A

0

System (13) can be written as

d
E(O‘vo"t) = C(a, a¢) + D(ov, o)

where C is a skew-adjoint operator in H, defined by

Clf.9) = (9. -2). v(f.9) € D(©)

D(C) = {(f.9) € Half € H'(0,1), 14
g € H7 (0,1), f"(0) = f'(1) = 0}
and D is a bounded operator on H,, given by
D(f.g9) =(0,—2cg — *f), V(f.9) € Ha. (15)

Theorem 1: Let C, D be defined by (14), (15). Then:

i) There is a family of eigenfunctions of C+ D, which form a Riesz
basis for H, . Hence, C + D generates a Cp-semigroup e(CHD)t
on H, and for any initial value («(-,0), a:(-,0)) € H.,, there
exists a unique (mild) solution of (13):

(a(, ), au(- )= TP (-, 0), (-, 0) €C ([0, 50); Ha)
and if, in addition, («a(+,0), «:(+,0)) € D(C), then
((-yt), o (- 1)) € C* ([0, 00); D(C)).

ii) The spectrum-determined growth condition holds for the semi-
group (€D ,(C4+D) = S(C+D) = —¢, where w(C+D)
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is the growth bound of ¢!€+®)* and S(C + D) is the spectral
bound of C + D.

iii) The system (13) is exponentially stable: there exists a constant
C. > 0 such that

1

Ea(t) < Cee =B, (0), 2

Ba(t) = = (llaws | + llael?).

Proof: It is easy to check that C™' exists and is com-
pact on H,. By the general theory of functional analysis, there
is a family of eigenfunctions of C, which form an orthnormal

basis for H.. All linearly independent normalized eigenfunctions
{(Fn(z), 0n(2)), (Fu(z), 9n(x))}, -, of C are given by

O (: 1
F,(z)= b (f) J— (n + —) T, ©n = COSK,.
JKE 2

The eigenfunctions {(F, (2), ¢n (2)), (Fn (), on(x))} of C + D can
also be found explicitly as

ﬁn(w) = \'Qn(ﬁ), pn = —c+jke, n=0,1,2,....
Jon
~ 2
Itis easy to check that 3 -7 ||Fl. — Ful|;;. < oo, which is also true

for the conjugates of F), and F},. By classiccoal Bari’s theorem [5], we get
that {(F,(2), on (2)), (Fa (). on(x))},_, also forms a Riesz basis
for H., which gives (i), and the eigenvalues of C + D are u, = —c=£
ja%(2n + 1)*/4, which proves (ii) and (iii). The proof is completed.

As seen from the above proof, the eigenvalues of the target system
are open-loop eigenvalues shifted to the left in the complex plane by
the same distance. This adds both pure viscous damping and stiffness,
as can be seen from (13).

V. CONTROL LAWS THAT STABILIZE THE BEAM TO A CONSTANT
PROFILE

From (12) and (7) it follows that the state ) is expressed through «

in the following way:

(16)

U=+ ca — joge.

Taking the real and imaginary parts of the transformation (5), we get

x

(@, t) + cala, t) =w(x,t) — /7’(:1’, y)we(y,t)dy

0
x

- /S(I:y)wyy(yat)dy (17)
0
Vo (@, 1) = Waa(x,t) + /S(w,y)wt(’yi)dy
0
- /7‘(-77,z/)w(z/,f)dy-, (18)

0

where the gains r(x,y) and s(z,y), defined correspondingly as the
real and imaginary part of k(z,y) = r(z,y) + js(z,y), satisfy two
coupled PDEs on the domain 0 < y < x < 1:

{r”(ar, y) = ryy(z,y) — cs(z,y)

ry(2,0) =0, r(z,z)=0 (19)
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and

{ szal(,y) = syy(a,y) + cr(x,y)

sy(2,0) =0, s(r,x)=—3x

(20)

Remark 1: Equations (19), (20) can be written as the one fourth
order PDE:

Terxxes — 2713::1711/7/ + Tyyyy + C271 = 0
ry(2,0) = ¢, 7Tyyy(2,0) = rasy(x,0) )
r(z,x) =0, relze)—ry(ez) =S

2

Given the solution of (21), we have s = (ryy — 732 )/c. PDE (21) is
the true control gain PDE and its 4th order is a consequence of the fact
that the plant is inherently 4th order in space.

Had we arrived at (21) by postulating the transformation (17), (18)
and bypassing the connection with the Schrédinger equation, it would
be extremely difficult to explicitly solve it. However, using the solution
(8) it is easy to obtain the closed-form solution:

o) =\ [ [hen (V) - b (V). @2)
s(x,y) == < [bcrl(f\/a) — b(\il(f\/g)] , 23)

2z

where z = 22 — 4. The control laws are obtained by setting # = 1 in
(17), (18):!

1 1

wi(l) = /7’(l.y)wt(y)cly+ /s(l,y)wyy(y)dy (24)
0 0

1 1

Wer (1) = /T(Ly)wyy(y)d?f— /8(1,_1/)“%(1/)(1?/- (25)
0 0

Note that the feedback (24) would be implemented as integral, not pro-
portional, control.

The control laws (24), (25)stabilize the beam to a constant profile.
To see this, we use the (2), (16), and the inverse transformation (10) to
get

T

wi(x) = o () + calx) + / s(x, y)ayy(y)dy

0
= [ i)+ et 6)

o

Wre () = Qpz(x) — /5(.1, y) (e (y) + caly)) dy
0

—/r(a},g/)(y,,y(g/)dy. 27

o
In deriving (26), (27) we used the fact that I[(z,y) = —r(z,y) +

js(x,y), which can be shown from (11). We can see that when « con-
verges to zero, w¢ and w,. converge to zero. Since w,(0) = 0, this
implies that w converges to a constant. Therefore, the straightforward
application of the control design for the Schrodinger equation to the

IFrom this point on, we suppress the dependence on time due to space con-
straints and for notational clarity, i.e. w, (1) = w,(1,t), etc.
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Euler-Bernoulli beam equation results in controls that suppress oscil-
lations without necessarily bringing the beam to the zero position.

VI. CONTROL LAWS THAT GUARANTEE REGULATION TO ZERO

To achieve regulation to zero, we are going to modify the control law
(24) to make it proportional, not integral, control. To this end, we want
to express the second integral of (24) through the terms that contain
only time derivatives w; and w¢ and then integrate (24) with respect
to time.

A. Control Laws

First, let us calculate (integrating by parts twice)

1 171 =
/s(l,y)ww(y)dy: _/ //3(1af)d£d3 Wyyyy (y)dy
0 0 Ly o

—w,. (1), 28)

where

1

= /s(l,y)dy = sinh <\/§) i <\/§) '

0

(29)

Since

j ./Zs(l‘g)dg‘“ ==y '/18(176)d£ - '/13(1,5)(5 — y)dé

1 1

wi(l) = /"'(1,y)wt(y)dy— /71(1 — y)we(y)dy

1 1
= [t [ 5166 = ety = a1 GO)
0 Y
In a similar way, we get
1 1 1
[ramumir == [wt [ro.o6 - nacay
0 0 Yy
1
1= () =[G = D= ualp)dy, GD
0
where
1
vo=1-— /r(l,y)dy = cosh <\/§> cos ( %) . (32)

0

Substituting (31) into (25) gives

1
Waa (1) = 1 /8(17!/)“%(?/)(7/?1
72
0

1

1] , , I
_v_'zo/w(y) (y2 — 1)(1—y)+/r(1,f)(£—y)d£ dy.

Y
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Using this equation with (30), after simplifications we get
1
w1 = (1) + 2500 0 = 21 = punta)] dy
0
1 1.
+ [t [ Grae =510y € - asan. @)
0 Y
where
v = ;7—: = tanh (\/g) tan <\/§) . (34)

The control gains in (33) involve a division by 72, which may become
zero for certain values of ¢. Therefore, ¢ should satisfy the condition

2
c# %(2n+1)2, n=20,1,2,... (35)
which is easily achievable because c is the designer’s choice.
We now integrate (33) with respect to time to get the controller
1
ui(t) = / (r(L.y) +vs(Ly) wly, t)dy
Q
1 1
+ [wtnn) [ra.9 =50 - ey
1
- /7(1 —y)wi(y.t)dy, (36)

0

where the constant of integration is chosen to be zero since this choice
ensures the regulation of w to zero. To see this, note from the trans-
formation (26), (27), and the boundary condition w,(0,¢) = 0 that w
converges to a constant. Suppose w(x, >0) = A, then passing to the
limit ¢ — oo in (36) we get

cosh(a)? — sin(a)?

1
A:A/(T(l,y)—I—Vs(l,y))dy:A + A
0

cosh(a) cos(a)

where @ = /c/2. Note that cosh(a)® — sin(a)® > 1 forall ¢ > 0,
and cos(a) # 0 due to (35). Therefore, A = 0.

The other controller (18) can also be represented in terms of w and
w; as follows

1

2
u2(t) = wea(L,6) = — /s(l,y)’wt(y,t)dy + %w(l,t)
0
1

+ /Tyy(lay)“/’(yaf)dy- (37

0

B. Transformation

To find out what the transformation from w to « is, we start with the
definition (12) and note from (5) and (2) that

T

Im {¢(x)} =—wy(x) + / [r(w, Y)Wy (y) — sz, y)we(y)] dy.

0
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Substituting this into (12), we get
1 y =z
a=w—w(l)+ ///[r(:,E)'zugg(f)—s(z,E)u)f(E)] dédzdy.
x 0 O

Integrating by parts the first term in the integral, changing the order of
integration in both integral terms, and substituting w(1) from (36), we
obtain the final form of the transformation:

alr) =w(

/(r 7.9) + ¢S(r, 1) w(y)dy

+/5(w,y)wt('y)dy
0
1.
+/(05(1wy) -

0
q

+ / wily) (=S(Ly) + (1 — g)) dy

0

vs(1,y)) w(y)dy

1

,
+ [ wely) [ (s(1,6) —7(1.6)) (€ —y)dEdy, (38)
[}

where S(z,y) = f; (z — €)s(€, y)dE. Note that this integral transfor-
mation is not strict-feedback, it is of a mixed Volterra/Fredholm type.

VII. INVERSE TRANSFORMATION

To prove stability of the closed-loop system through the stability of
the target system, we need the transformation which is inverse to (38). It
is natural to assume that the inverse transformation has the same struc-
ture as the direct one, consisting of two Volterra and two Fredholm
integrals of the state of the target system and its time derivative. There-
fore, we look for it in the form

w(w) = a(z) + / Al g)aly)dy + / B(e, par(y)dy

1 1
+/C(y)@(z/)dy+ /D(y)at(y)dy-, (39)
0 0

where A, B, C, D are the gains to be determined. Differentiating (39)
w.r.t. time and space (twice) and matching the result to the (26) and
(27) and to the boundary conditions w.(0,t) = w...(0,t) = 0, one
can show that (due to lack of space we omit these straightforward cal-
culations)

A=—-r—-2¢5, B=-5 (C=2cD (40)

and D(y) satisfies the ODE

D" 4+¢*D =0, D'(0)=D(1)=D"(1)=0, D" (0) = —¢

which has the solution

sinh(ay) cos (a(y — 2)) + cos(ay) sinh (a(y — 2))
4a (cosh(a)? — sin(a)?)
_sin(ay) cosh (a(y — 2)) + cosh(ay) sin (a(y — 2))
4a (cosh(a)? — sin(a)?)

D(y) =
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Remark 2: The explicit form of the above transformation allows us
to write the solution of the closed-loop system in closed form using
the explicit solution of the target system. Starting with the explicit so-
lution of (7) and using (12) and (16) we obtain the explicit solution
of the target system (13). We then express the initial conditions of the
target system through the initial conditions of the closed-loop system
using (39). Finally, the closed-loop solution is obtained using the trans-
formation (38). The result is

w(z,t) = Z e ! (hi cos (hf,t) + csin (hf,t))

n=

0
X |:P,, cosh <%) cos(Bn)

P
—Q, sinh <;§ ) sin(ﬁnm)}

Z0n

[}

Z e (52 sin (an)

=0

X |:Qn cosh < ) cos(fnx)

+ P, sinh <23n ) Sin(ﬂnw):| ,

€ CoS (H% t) )

where r, = 7(n+1/2), B, = \/(fi% +VEE +2)/2,
_/1 l]y bei(y/cz)wi(y) — ber(y/ez)w( (y)
nl ) ) ber(y/cz)wi(y) + bei(y/e2)w( (y)

2/1,1;’8111 (Kny/2 +y)ld
(hh +c2) /22 +y?

and wo = w(x,0), w; = w(x,0) are the initial conditions.

VIII. MAIN RESULT

The design procedure presented in previous sections makes it clear
why the closed-loop system (1), (36), (37) is exponentially stable. In
this section we give the precise statement of well-posedness and sta-
bility.

First, we define the state space

= {(f.9) € H*(0,1) x L*(0,1)|f'(0) = 0,

f(1) = / (r(Loy) +vs(Ly)) F(u)dy
— /(l—y)g(y)dy
+ / g(w) / (yr(L.E) = s(1.0) (E—y)dedy S . @1)

We define the inner product induced norm of H as the energy of the
system:

1

1.l = [ (17 @F +laP] ar

0

(42)

for all (f,g) € H.In fact, if [|(f,¢)||3; = O, then g(z) = 0 and
f"(x) = 0 which, together with the boundary condition f'(0) = 0,
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shows that f(z) = K = const. Substituting (f,g) = (K,0) into

(41), we obtain K = K _fol (r(1,y)+vs(1,y))dy. Since _fol [r(L,y)+

vs(1,y)]dy # 1, we get K = 0. Therefore, (42) defines a norm in H.
The closed-loop system can be written as

% (), we(-, 1)) = A(w(-,1),we(-,t)) (43)

where A(f.g) = (g.—f™) forall (f.g) € D(A) and

D(A)={(f.g) € H|A(f,9) € H, f"'(0)=0,
5. 1
=%(1)4-/['f'yy(laz/).f(y)—-*(l»y)a(z/)]d?/ . (44

0

£(1)

Next we state two results on the existence and boundedness of A~
and the existence and uniqueness of a classical solution.
Lemma 2: Let A be defined by (44) and let the condition (35) hold.
Then p(.A), the resolvent set of A, is not empty. In fact, 0 € p(A).
Proof: For any given (p,q) € H, solving A(f,g) = (p,q) itis
straightforward to obtain ¢ = p and

2 )2
o =a+at - (L5 (45)
9]

where ¢; and ¢ are appropriate constants. Thus, A~! exists and is
bounded, that is to say, 0 € p(.A).

Lemma 3: Let A be defined by (44). Then eigenpairs of A are given
by

oo

{(/’/nv (fn(T)s.“nfn(T))) s (/’7’ (mmm))}

n=1
where

+j7r2(277‘ +1)2

T @) =[I=P) el (2)  46)

Hn = —C

and ¢n () = cos(n — (1/2))ra and P is defined by (5).

Proof: Suppose A(f,g) = A(f,g). Then we have g = Af with
X # 0 (guaranteed by Lemma 2). Let p = Af — j . The pair (A, p)
solves the eigenvalue problem (see (3))

1

Jr" + =0, p(0)=0, p(1) = /k(l»y)p(y)dy-

0

47)

There are two cases. When p = 0, from the definition of p we have
Af(z) = jf"(=). Together with the boundary condition f'(0) = 0
this gives f(x) = cosh px, where p? = \/j. Since A # 0, p # 0, the
boundary conditions for (1) and £’ (1) with f(z) = cosh px produce
the same equality

1

£y = [ R0 (48)
0
From this we get A\ = —¢ — j[(n — (1/2))x]*,n = 1,2,..., and the
eigenfunctions are given by
—_— 2n —1
flx)=(I -P)to(x), ¢(x)=cos < 5 fo) . (49)
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Fig. 2. Control gains for ¢ = 9: from w(x) to w(1) (solid), from w,(x) to
w(1) (dashed), from w(x) to w,.(1) (dash-dotted), from w;(z) to w,.(1)
(thin solid).

When p # 0, (47) gives the solutions A = —c + j[(n — (1/2)7]%.
Since the eigenvalues are symmetric about the real axis, another branch
of eigenpairs is given by (46).

Lemma 4: Let A be defined by (44) and let the condition (35) hold.
Then for any (w(-,0), w¢(-,0)) € D(A) there exists a unique classical
solution to (43).

Proof: Suppose (a(x,0), ar(x,0)) € D(C), then by Theorem
1 there exists a unique classical solution to (13). In Section VII we
showed that at least one classical solution (39), (26) exists. To show
uniqueness of this solution, it is enough to show that if w is a classical
solution of (43) with w(x,0) = w(x,0) = 0, then w = 0. Given
such w, from (2) we get that v is a solution of (3), (4) and using (5) we
get that ¥ is a solution of (7). From (12) and a series of calculations
(VI-B)-(38), we get «(x,0) = 0. From (17) we get a(x,0) = 0.
Therefore, by Theorem 1 o = 0. From (39), (26) we get w = 0, which
completes the proof.

Now we are ready to state the main result of the technical note.

Theorem 5: Let A be defined by (44) and let the condition (35) hold.
Then:

i) A generates a Cy-semigroup on H. For any initial value
(w(-,0),w(-,0)) € H, there exists a unique (mild) solution to
(43):

(W t),wi(- 1) = e (w(-,0), wi(-,0)) € C([0,00); H)

ii) The spectrum-determined growth condition holds for the semi-
group e’ : w(A) = S(A) = —c.

iii) The system (43) is exponentially stable at the origin: for any
given ¢ > 0, there exists M. > 0, which depends only on ¢,
such that for all initial conditions (w(-,0),w:(-,0)) € H,

E(t) < M. "' E(0).

E(t) = 5 (lwdl® + llweel*) -

[N

Proof: Statement (i) follows from Lemmas 2, 4 and Theorem 1.3
of [19] on p.102. Statement (iii) follows from the density of D(.A) in
H and (26), (27) and Theorem 1. Statement (iii) implies w(A) < —ec.
By Lemma 3, S(A) > —c. Since one always has w(A) > S(A), we
get (ii).

IX. SIMULATION RESULTS

The results of simulation of the Euler-Bernoulli beam with the con-
trollers (36), (37) are presented in Figs. 2, 3. In Fig. 2 the control gains
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Fig. 3. Evolution of the Euler-Bernoulli beam. Left: open-loop response. Right: closed-loop response.

are shown for ¢ = 9. Fig. 3 (left) shows the oscillations of the un-
controlled beam. With control, the beam is quckly brought to the zero
equilibrium (Fig. 3, right).

X. FUTURE WORK

In future work there are several extensions of the result of the tech-
nical note to pursue. First, one would like to control beams with other
types of boundary conditions. From the design procedure presented in
the technical note it is clear that an extension to a hinged type of the un-
controlled end should not pose any difficulties. One would just change
the type of the uncontrolled boundary condition in the Schrédinger
equation from Neumann to Dirichlet. However, at present it is not clear
yet how to exploit the connection of the Euler-Bernoulli beam with the
Schrodinger equation in case of the beam with a free uncontrolled end,
the most important case from practical point of view.

One would also like to extend the results of the technical note to
the output-feedback case. For the Schrodinger equation, successful ob-
server-based output-feedback design was developed in [11]. It seems
that there are no conceptual obstacles in adapting this design to the
Euler-Bernoulli beam.

Last but not least, the extension of our designs to 2D flexible struc-
tures, such as plates [13], is a promising research avenue.
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