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Power Optimization and Control in Wind Energy
Conversion Systems Using Extremum Seeking

Azad Ghaffari, Miroslav Krstić, Fellow, IEEE, and Sridhar Seshagiri

Abstract— Power optimization and control for grid-coupled
wind energy conversion systems (WECS) has been extensively
studied for variable speed wind turbines. However, existing
methods widely use model-based power optimization algorithms
in the outer loop along with linear control techniques in the
inner loop. The transient performance of this combination is
dependent on the system’s operating point, especially under fast
varying wind regimes. We employ extremum seeking (ES) in the
outer loop, which is a nonmodel-based optimization approach, to
perform maximum power point tracking, i.e., extract maximum
power from WECS in their subrated power region. Since the
convergence rate of the ES design may be limited by the speed of
the system dynamics, we also design a nonlinear controller, based
on the field-oriented control concept and feedback linearization,
that yields improvement in convergence rate by two orders
of magnitude. The outer ES loop tunes the turbine speed to
maximize power capture for all wind speeds within the subrated
power operating conditions. The inner-loop nonlinear control
maintains fast transient response through a matrix converter,
by regulating the electrical frequency and voltage amplitude of
the stator of the (squirrel-cage) induction generator. Simulation
results are presented to show the effectiveness of the proposed
design.

Index Terms— Adaptive systems, nonlinear control systems,
power control, wind power generation.

I. INTRODUCTION

AVARIABLE speed wind turbine (WT) generates power
in two different regions, subrated power region and rated

power region. In the subrated power region, the maximum
achievable turbine power is a function of the turbine speed
at any given wind velocity. To achieve maximum power
point tracking (MPPT), i.e., extract maximum power, an
optimization algorithm is needed [5], [8], [13], [15], [17],
[20], [26]–[28], and is often used in conjunction with a con-
troller that guarantees other closed-loop desired performance
specifications. In this paper, we focus on the optimization
and control of a wind energy conversion system (WECS)
composed of a WT, a squirrel-cage induction generator (IG),
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and a matrix converter (MC). The MC, which is a replacement
for the conventional rectifier–inverter combination (ac–dc–ac),
features no energy storage components, has bidirectional
power flow capability and controllable input power factor [37].
It connects the IG to the power grid, and along with the
presented control/optimization design, steers the WT to its
maximum power point (MPP) by controlling the electrical
frequency and voltage amplitude of the stator of IG, which
in turn leads to a variation in the turbine speed. It also assists
in voltage regulation or power factor correction by controlling
the reactive power transfer to the grid.

A design for a system similar to the one we consider here
has been presented in [5], and is based on a speed-sensoreless
power signal feedback (PSF) algorithm. The speed-sensoreless
PSF algorithm uses lookup table values that are dependent on
the system model and parameter values. In addition, accuracy
of the method depends on the accuracy and resolution of the
data obtained for the lookup table. Furthermore, the control
design employs Jacobian linearization, and uncertainty in the
system dynamics and/or variations in the working conditions
cause the system to move away from its MPP. Another
method based on fuzzy logic principles and four-leg-improved
MC model, used for performance enhancement and efficiency
optimization, is presented in [20]. Model-dependent designs
have the drawback that the optimization algorithm and con-
troller need to be redesigned carefully for each WECS. To
overcome these difficulties, we present an extremum seeking
(ES) algorithm, which is: 1) nonmodel based and 2) with
easily tunable design parameters [2], [3], [19], [30]–[33].
Furthermore, ES shows promising results for a wide variety
of applications [6], [10], [11], [16], [23], [34]. ES designs
for MPPT of WECS are also presented in [8], [17], and
[26], but differ from the design in this paper in several
respects, including assumptions on the system model, transient
performance, and performance robustness.

With the exception of [5], none of the previous works on the
power extraction have focused on the transient performance,
and the model in [5], unlike ours, is based on linearization and
is highly model dependent. While the ES design we present
alleviates this problem, a requirement for the design is that
its dynamics be slower than that of the WECS. While the
WECS system is stable by itself, its linearization has slow
poles, which therefore limits the convergence rate for the
ES algorithm. To improve the transient response, we propose
an inner-loop IG control based on field-oriented control (FOC),
the elements of which can be found in [21] and [24]. For
the ES design, the turbine speed is considered as the variable
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Fig. 1. WECS including WT, gear box, IG, and MC.

Fig. 2. Typical power curve of WT including four operating regions.

parameter to tune MPP. The turbine power is the cost function
for the ES algorithm, and electrical frequency and voltage
amplitude of the stator of IG are controlled through the MC
to reach desired closed-loop performance. As a result of
including the inner loop, the overall design has faster response
time, and furthermore magnetic saturation of the IG is avoided.
In comparison with model-based designs, ES better handles
model uncertainty in the turbine power map, resulting in
improved power extraction. To the best of our knowledge, this
is the first work in the literature that combines the MPPT with
nonlinear control design that has good performance robustness
to uncertainty, and faster transient performance, allowing for
power tracking under rapidly varying wind conditions.

The rest of this paper is organized as follows. An intro-
duction to modeling of the WECS with concentration on the
squirrel-cage IG dynamics in stationary reference frame and
the MC is discussed in Section II. Our nonlinear controller
design is discussed in Section III, and the ES algorithm in
Section IV. Simulation results to verify the effectiveness of
the proposed scheme are presented in Section V, and our
conclusion is presented in Section VI.

II. WIND ENERGY CONVERSION SYSTEM

A schematic diagram of a WECS including WT, IG, and
MC is shown in Fig. 1. WTs work in four different regions, as
shown in Fig. 2. In Region I, the wind speed is too low for the
turbine to generate power. Region II, also called the subrated
power region, lies between the cut-in speed and rated speed.

Here, the generator operates at below rated power. The the-
oretical shape of this curve reflects the basic law of power
production, where power is proportional to the cube of the
wind speed. In Region III, the power output is limited by the
turbine; this occurs when the wind is sufficient for the turbine
to reach its rated output power. Region IV is the period of
stronger winds, where the power in the wind is so great that
it could be detrimental to the turbine, so the turbine shuts
down [14].

The wind power available on the blade impact area is
defined as

Pw = 1

2
ρ AV 3

w, A = π R2 (1)

where R is the blade length and Vw is wind speed. For
Region II MPPT, assuming zero blade pitch angle, the turbine
power is related to the wind power as

Pt = ωt Tt = Cp(Vw,ωt )Pw (2)

where Tt is the rotor torque, ωt is the turbine speed, and Cp

is the nondimensional power coefficient, which is a measure
of the ratio of the turbine power to the wind power. The
power coefficient is a function of wind and turbine speed.
The theoretical limit for Cp is 0.59 according to Betz’s law,
but its practical range of variation is 0.2–0.4 [20]. The power
coefficient has been approximated numerically in several ref-
erences, e.g., [1] and [29]. For simulation purposes, we select
one of the most common equations used for power coefficient
as follows:

Cp(Vw,ωt ) = 0.73
151 Vw

Rωt
− 13.635

exp
(

Vw
Rωt

− 0.003
) . (3)

Power coefficient (3) depends on the turbine speed, which
can be used for power control and optimization. The MPPT
algorithm in subrated power region should be able to govern
the WT to its MPP regardless of the variations of the wind
speed. As shown in Fig. 3, the maximum value of the power
coefficient happens at different turbine speeds when wind
speed is varying, but the maximum value stays at the same
level of C∗

p .
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Fig. 3. Variation of turbine power coefficient versus turbine speed for
different wind speeds where β = 0. The maximum value of the power
coefficient is C∗

p .

Fig. 4. Variation of the turbine power versus turbine speed for different
wind speeds where β = 0. The MPP moves on C∗

p Pw curve, which shows
the characteristic of the subrated region of WECS.

From (1)–(3), and considering the fact that the blade pitch
angle is zero, we have

Pt (Vw,ωt ) = 55.115ρ A
Vw
Rωt

− 0.09

exp
(

Vw
Rωt

− 0.003
)V 3

w (4)

which shows that the power captured by the WT is defined
by the wind speed, Vw , and the turbine speed, ωt . However,
the wind speed is a disturbance input and we can manipulate
the turbine speed to govern the turbine power to its MPP in
subrated region. The variation of turbine power versus turbine
speed is shown in Fig. 4 for different wind speeds. From (4)
and as shown in Fig. 4 under a constant wind speed, the
relevant power curve has a unique MPP, which is defined by
a specific turbine speed. In addition, the MPP moves on a
third-order curve, which defines the maximum power captured
by the WT.

As shown in Fig. 1, the WT shaft is modeled as a spring
damper. The dynamic equations of the turbine, the shaft, and
the gearbox are

d

dt
θ̃ = ωt − ωr

pn
, θ̃ = θt − θr

pn
(5)

d

dt
ωt = 1

Jt
(−Tt − TL) , Tt = Pt (Vw,ωt )

ωt
(6)

where ωr is the angular electrical frequency of the rotor of
IG, θt is WT angular position, θr is the electrical angle of the
rotor of IG, p is the number of pole pairs of the IG, n is the
gearbox ratio, Tt is the turbine torque generated by the turbine
power, and TL is the load torque created by the spring-damper
model of the shaft

TL = Ks θ̃ + B

(
ωt − ωr

pn

)
(7)

where Ks is the stiffness coefficient of the spring and B is
the damping ratio. The generator rotor angular speed equals
ωr/p. The numerical values of the parameters are given in
Table I (see Appendix).

Squirrel-cage IGs are relatively inexpensive, robust, and
require a little maintenance. When operated using vector
control techniques, fast dynamic response, and accurate torque
control is obtained [9]. From [18], the (α, β) model equations
for the squirrel-cage IG are as follows:

d

dt
iα = − a0iα + a1λα + a2ωrλβ + vα

σ Ls
(8)

d

dt
iβ = − a0iβ − a2ωrλα + a1λβ + vβ

σ Ls
(9)

d

dt
λα = a3iα − a4λα − ωrλβ (10)

d

dt
λβ = a3iβ − a4λβ + ωrλα (11)

d

dt
ωr = p

J

(
Te − TL

n

)
(12)

where iα and iβ are stator currents, λα and λβ are rotor flux
linkages, vα and vβ are stator voltages, and the electromagnetic
torque generated by the IG is

Te = 3

2
p

Lm

Lr

(
iβλα − iαλβ

)
(13)

where Lm is the mutual inductance, Ls = Lls + Lm is stator
inductance, Lr = Llr + Lm is rotor inductance, and σ =
1 − L2

m/ (Lr Ls). The numerical values of the parameters are
defined in the Appendix.

Remark 1: Since MPPT in subrated power region is the
main focus of this paper and, as shown in Fig. 2, the turbine
power curve stays above zero, then (2) implies a nonzero
turbine speed, ωt �= 0, for Vcut−in < Vw < Vrated, which
also leads to λ2

α + λ2
β �= 0.

As shown in Fig. 1, the generator is connected to the
ac grid through an MC, which includes nine bidirectional
switches operating in 27 different combinations. MCs provide
bidirectional power flow, sinusoidal input/output currents,
and controllable input power factor. Due to the absence of
components with significant wearout characteristics (such as
electrolytic capacitors), MC can potentially be very robust
and reliable. The amount of space saved by an MC, when
compared with a conventional back-to-back converter, has
been estimated as a factor of three. Therefore, due to its small
size, in some applications, the MC can be embedded in the
machine.

Furthermore, there is no intrinsic limitation to the power
rating of an MC [9]. Therefore, we use MCs instead of
conventional back-to-back converters. The model for MCs that
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we use is based on [4], [12], and [35]. The input phase voltage
of MC, vi = [vA vB vC ]T, which is connected to the ac grid,
is given by

vi = Vim

[
cos θi cos

(
θi − 2π

3

)
cos

(
θi + 2π

3

)]T

(14)

where Vim is the peak value of the input voltage amplitude
and

θi =
∫ t

0
ωi dτ (15)

is the input electrical angle, where ωi = 2π fi is the input
electrical frequency of the MC. In this case, due to the
inductive nature of the IG, the output phase current can be
assumed sinusoidal, and hence given by

io = Iom

⎡
⎣

cos (θo + φo)

cos
(
θo + φo − 2π

3

)
cos

(
θo + φo + 2π

3

)

⎤
⎦ (16)

where Iom is the peak value of the output current amplitude,
φo is the load displacement angle at the output frequency
ωo = 2π fo, and

θo =
∫ t

0
ωodτ (17)

is the output electrical angle.
Output voltage is vo = [va vb vc]T. It is the job of the

MC to create local-averaged sinusoidal output phase voltage
(the stator voltage of IG) and input phase current (the ac grid
current)

v̄o = Vom

[
cos θo cos

(
θo + 2π

3

)
cos

(
θo + 2π

3

)]T

(18)

īi = Iim

⎡
⎣

cos (θi + φi )

cos
(
θi + φi − 2π

3

)
cos

(
θi + φi + 2π

3

)

⎤
⎦ (19)

where φi is the input displacement angle, which controls the
power factor at the grid connection. Output electrical fre-
quency, ωo, and voltage amplitude, Vom, are actuated through
MC to achieve desired closed-loop performance. More details
about MC modeling can be found in [4], [35], and [12].

We are interested in finding modulation matrices such that

v̄o = Svi (20)

īi = ST io. (21)

The solutions to the modulation problem should satisfy:
1) restrictions on the duty cycle of the MC switches that
prevent short circuit of the input sources and open circuit of the
inductive load; 2) sinusoidal output voltages with controllable
frequency and magnitude; 3) sinusoidal input currents; and
4) desired input displacement power factor [4]. There are two
basic solutions, which satisfy 1)–3)

S1 = 1

3

⎡
⎣

1 1 1
1 1 1
1 1 1

⎤
⎦ + 2

3
mT1 (22)

S2 = 1

3

⎡
⎣

1 1 1
1 1 1
1 1 1

⎤
⎦ + 2

3
mT2 (23)

where

m = Vom

Vim
, 0 ≤ m ≤

√
3

2
(24)

is the MC output-to-input voltage gain and

T1=
⎡
⎣

cos θ1 cos
(
θ1 − 2π

3

)
cos

(
θ1 + 2π

3

)
cos

(
θ1 + 2π

3

)
cos θ1 cos

(
θ1 − 2π

3

)
cos

(
θ1 − 2π

3

)
cos

(
θ1 + 2π

3

)
cos θ1

⎤
⎦ (25)

T2=
⎡
⎣

cos θ2 cos
(
θ2 − 2π

3

)
cos

(
θ2 + 2π

3

)
cos

(
θ2 − 2π

3

)
cos

(
θ2 + 2π

3

)
cos θ2

cos
(
θ2 + 2π

3

)
cos θ2 cos

(
θ2 − 2π

3

)

⎤
⎦ (26)

where θ1 = θi − θo and θ2 = θi + θo. The solution in (22)
yields φi = φo, giving the same phase displacement at the
input and output ports, whereas the solution in (23) yields
φi = −φo, giving reversed phase displacement. Combining
the two solutions provides the means for input displacement
factor control [4], [35]

S = cS1 + (1 − c)S2, 0 ≤ c ≤ 1 (27)

where c controls the power factor at the grid side. Reactive
power control is not the focus of this paper, so we simply
set c = 0.5 to obtain unity displacement power factor at the
MC input terminals. However, this does not result in a unity
displacement power factor at input source terminals.

Considering zero losses in MC, the input and output powers
are equal and related as follows:

Pi ≡ 3

2
Vim Iim cos φi (28)

Po ≡ 3

2
Vom Iom cos φo. (29)

From (24) and equating (28) and (29), we have

Iim = m
cos φo

cos φi
Iom. (30)

We perform our design in the (α, β) framework. We need to
transform the output voltage to the stationary frame and calcu-
late the supplied current to the grid based on the stator current.
The local-averaged voltage of the stator is v̄o. Three-phase
variables are transformed to two-phase stationary frame [25]

[
vα

vβ

]
=

[
1 0 0
0 1√

3
− 1√

3

]
, v̄o =

[
Vom cos θo

Vom sin θo

]
. (31)

Some designs use vα and vβ as inputs instead of ωo and Vom.
We remind the reader that the output electrical angle and the
peak amplitude of the output voltage can be calculated from
vα and vβ as

Vom =
√

v2
α + v2

β (32)

θo = arctan

(
vβ

vα

)
. (33)

To calculate the local averaged current supplied to the grid,
we use (21), where

io =
⎡
⎢⎣

1 0

− 1
2

√
3

2

− 1
2 −

√
3

2

⎤
⎥⎦

[
iα
iβ

]
. (34)
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Fig. 5. Block diagram of WECS.

Denoting (5), (6), (8)–(12), (17), and (31), we summarize
the state-space dynamics of WECS as follows:

d

dt
iα = −a0iα + a1λα + a2ωrλβ + cos θo

σ Ls
Vom (35)

d

dt
iβ = −a0iβ − a2ωr λα + a1λβ + sin θo

σ Ls
Vom (36)

d

dt
λα = a3iα − a4λα − ωr λβ (37)

d

dt
λβ = a3iβ − a4λβ + ωrλα (38)

d

dt
θo = ωo (39)

d

dt
ωr = 3 p2Lm

2Lr J

(
iβλα−iαλβ

)− pKs

nJ
θ̃− pB

nJ

(
ωt− ωr

pn

)
(40)

d

dt
θ̃ = ωt − ωr

pn
(41)

d

dt
ωt = − Pt (Vw,ωt )

Jtωt
− Ks

Jt
θ̃ − B

Jt

(
ωt − ωr

pn

)
(42)

where ωo and Vom are actuated by the MC. The wind speed
Vw is an unknown disturbance that determines the MPP level
of the WT. A block diagram of WECS that highlights the
structure of the state-space model (35)–(42) is shown in Fig. 5.
Assuming that the blade pitch angle is zero, we can employ
the turbine speed, ωt , for MPPT of the WT for wind speeds
between cut-in and rated wind speed.

III. CONTROLLER DESIGN

In many motor drive systems, it is desirable to make the
drive act as a torque transducer wherein the electromagnetic
torque can nearly instantaneously be made equal to a torque
command. In such a system, speed or position control is
dramatically simplified because the electrical dynamics of the
drive become irrelevant to the speed or position control prob-
lem. In the case of induction machine drives, such performance
can be achieved using a class of algorithms collectively known
as FOC [18].

When flux amplitude,
√

λ2
α + λ2

β , is regulated to a constant
reference value, and considering the fact that the dynamics
of ωt are considerably slower than the electrical dynamics,
we can assume that the dynamics are linear, but during flux
transient, the system has nonlinear terms and it is coupled.
This method can be improved by achieving exact input–output
decoupling and linearization via a nonlinear state feedback that
is not more complex than the conventional FOC [24].

As shown in Fig. 5, one can manipulate stator voltage ampli-
tude, Vom, and its frequency, ωo, through the MC to obtain
the desired closed-loop performance for WECS. Referring to
[21], [22], [24], and employing FOC idea, we introduce an
integrator and an auxiliary input, u2, to achieve input–output
decoupling in WECS dynamics. Using (35)–(42) and one step
of integration in front of Vom, the extended equations of WECS
are introduced as follows:

ẋ = f (x) + g1u1 + g2u2, x ∈ R
9, u ∈ R

2 (43)

where

f (x)=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−a0x1 + a1x3 + a2x4x7 + x6 cos x5
σ Ls

−a0x2 − a2x3x7 + a1x4 + x6 sin x5
σ Ls

a3x1 − a4x3 − x4x7
a3x2 − a4x4 + x3x7

0
0

a5 (x2x3 − x1x4) − a6x8 − a7

(
x9 − x7

pn

)

x9 − x7
pn

−a9

(
x9 − x7

pn

)
− a8x8 − Tt

Jt

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(44)

g1 = [0 0 0 0 1 0 0 0 0]T (45)

g2 = [0 0 0 0 0 1 0 0 0]T (46)

where x = [
iα, iβ, λα, λβ, θo, Vom, ωr , θ̃, ωt

]T
, u1 is the

electrical frequency of the stator, ωo, and u2 is an auxiliary
input (voltage amplitude rate), which generates the voltage
amplitude of the stator. The constant parameters are defined
in the Table II (see Appendix).

From (4) and Fig. 4, we know that the turbine speed
controls the power generation. In addition, we are interested
in decoupling the rotor flux and electromagnetic torque to
obtain the benefits of FOC. For these reasons, we introduce
turbine speed, y1 = ωt , and flux amplitude, η1 = |λ|2, as
measurable outputs. For future analysis, we assume that the
power coefficient and wind speed function satisfy following
assumption.

Assumption 1: The power coefficient Cp(ωt , Vw) and wind
speed function Vw(t) are bounded C3 functions with bounded
derivatives. Hence, the mechanical torque, Tt , is a bounded C3

function with bounded derivatives.
Based on the selected outputs and having Assumption 1

satisfied, we apply feedback linearization with the following
change of variables to WECS dynamics:

y1 =
1(x) = x9 (47)

y2 =L f 
1(x) = −a9

(
x9 − x7

pn

)
− a8x8 − Tt

Jt
(48)

y3 =L2
f 
1(x)=b0ξq +b1L f 
1(x)+b2x8+b3

Tt

Jt
− Ṫt

Jt
(49)

y4 =L3
f 
1(x)

= b4L2
f 
1(x) + b5L f 
1(x) + b6x8

− b0

σ Ls
x6λq − x7

(
b7
2(x) + b8L f 
2(x)

)

+b9
Tt

Jt
+ b10

Ṫt

Jt
− T̈t

Jt
(50)



GHAFFARI et al.: POWER OPTIMIZATION AND CONTROL IN WECS 1689

η1 =
2(x) = x2
3 + x2

4 (51)

η2 =L f 
2(x) = 2a3ξd − 2a4
2(x) (52)

η3 =L2
f 
2(x)

= b12
2(x) − b11L f 
2(x)

+ b13x7

(
L2

f 
1(x)−b1L f 
1(x)−b2x8−b3
Tt

Jt
+Ṫt

Jt

)

+ 2a2
3is + 2a3

σ Ls
x6λd (53)

�= x8 (54)

ϕ = arctan

(
x4

x3

)
(55)

where ξd = x1x3 + x2x4, ξq = x2x3 − x1x4, is = i2
α + i2

β and
[

λd

λq

]
=

[
cos x5 sin x5

− sin x5 cos x5

] [
x3
x4

]
. (56)

The inverse transformation of (47)–(55) is
[

x1
x2

]
= 1√

η1

[
cos ϕ − sin ϕ
sin ϕ cos ϕ

] [

d


q

]
(57)

x3 =√
η1 cos ϕ (58)

x4 =√
η1 sin ϕ (59)

x5 = arctan

(
ϒβ

ϒα

)
(60)

x6 =
√

ϒ2
α + ϒ2

β (61)

x7 = pn

(
y1 + y2

a9
+ a8

a9
� + Tt

a9 Jt

)
(62)

x8 =� (63)

x9 = y1 (64)

where


d = η2 + 2a4η1

2a3
(65)


q = 1

b0

(
y3 − b1 y2 − b2� − b3

Tt

Jt
+ Ṫt

Jt

)
(66)

[
ϒα

ϒβ

]
= 1√

η1

[
cos ϕ − sin ϕ
sin ϕ cos ϕ

] [
�d

�q

]
(67)

with

�d = σ Ls

2a3

(
η3+2a4η2−2a1a3η1−2a2

3is +2a3(a0+a4)
d
)

(68)

�q = σ Ls

b0

(
y4−b1y3+ a2

8

a2
9

y2+ a3
8

a2
9

�+b0(a0+a4)
q

+ b0x7 (
d +a2η1)+ a2
8

a2
9

Tt

Jt
−b3

Ṫt

Jt
+ T̈t

Jt

)
. (69)

The change of variables results in the following equations:

ẏ1 = y2 (70)

ẏ2 = y3 (71)

ẏ3 = y4 (72)

ẏ4 = G1 + b0λd

σ Ls
x6u1 − b0λq

σ Ls
u2 (73)

η̇1 = η2 (74)

η̇2 = η3 (75)

η̇3 = G2 + 2a3λq

σ Ls
x6u1 + 2a3λd

σ Ls
u2 (76)

�̇=− y2

a9
− a8

a9
� − Tt

a9 Jt
(77)

ϕ̇ =ωr + a3

b0η1

(
y3 − b1 y2 − b2� − b3

Tt

Jt
+ Ṫt

Jt

)
(78)

where (77) and (78) are zero dynamics of the system and

G1 = b4 y4 + b5y3 − b6

a9
y2 − a8b6

a9
�

−b0x6

σ Ls

(
a3id − a4λq + x7λd

)

− f7(x) (b7η1 + b8η2) − x7 (b7η2 + b8η3)

−b6

a9

Tt

Jt
+ b9

Ṫt

Jt
+ b10

T̈t

Jt
−

...
T t

Jt
(79)

G2 =− b11η3 + b12η2 + b13 f7(x)ξq

+ b13x7

(
y4 − b1y3 − b2 f8(x) − b3

Ṫt

Jt
+ T̈t

Jt

)

+ 4a2
3

(
a1ξd − a0is − a2x7ξq + 2x6

σ Ls
id

)

+ 2a3x6

σ Ls

(
a3id − a4λd − x7λq

)
(80)

where [
id

iq

]
=

[
cos x5 sin x5

− sin x5 cos x5

] [
x1
x2

]
. (81)

Defining control signals as follows:
⎡
⎣

x6u1

u2

⎤
⎦=σ Ls√

η1

⎡
⎣

cos(ϕ − θo) sin(ϕ − θo)

− sin(ϕ − θo) cos(ϕ − θo)

⎤
⎦

⎡
⎢⎣

v1−G1
b0

v2−G2
2a3

⎤
⎥⎦

(82)

and applying another step of change of variables

z = [
y1 − ωref

t , y2, y3, y4
]T

(83)

ζ = [
η1 − (|λ|ref)2

, η2, η3
]T (84)

we obtain

ż1 = z2 (85)

ż2 = z3 (86)

ż3 = z4 (87)

ż4 = v1 (88)

ζ̇1 = ζ2 (89)

ζ̇2 = ζ3 (90)

ζ̇3 = v2 (91)

�̇=− z2

a9
− a8

a9
� − Tt

a9 Jt
(92)

ϕ̇ =ωr + a3

b0η1

(
z3−b1z2−b2�−b3

Tt

Jt
+ Ṫt

Jt

)
. (93)

Linear state feedback

v1 =−k ′
1z1 − k ′

2z2 − k ′
3z3 − k ′

4z4 (94)

v2 =−k ′′
1ζ1 − k ′′

2ζ2 − k ′′
3ζ3 (95)
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stabilizes this system, which results in the regulation of turbine
speed, ωt = y1, to its reference value ωref

t while amplitude of
rotor flux, |λ| = √

η1, has converged to its desired value |λ|ref .
Moreover, the convergence rate of

� = [
i2
α + i2

β, λ2
α + λ2

β, ωr , ωo, ωt , θ̃
]T

(96)

is exponential, and, in fact, it is independent of the selection
of the reference frame.

Remark 2: The closed-loop system (85)–(93) is input–
output decoupled and linear. The input–output map consists
of fourth-order and third-order systems. This allows for an
independent regulation (or tracking) of the outputs using
control signals (94) and (95). Transient responses are now
decoupled also when |λ|ref is varied, even independently of
ωref

t . This is an improvement over FOC.
Remark 3: As in FOC, while measurements of (iα, iβ, ωr )

are available, measurements of (λα, λβ) require installing flux
sensing coils or Hall effect transducers in the stator, which
is not realistic in general purpose squirrel cage machines.
However, (λα, λβ) flux components can be reconstructed by
means of an asymptotic observer of reduced order, as shown
in [7].

Furthermore, the a-phase voltage equation can be expressed
as

vas = Rsia s + d

dt
λas . (97)

For steady-state conditions at intermediate to high speeds
wherein the flux linkage term dominates the resistive term in
the voltage equation, the magnitude of the applied voltage is
related to the magnitude of the stator flux linkage by

Vs = ωo�s (98)

which suggests that to maintain constant flux linkage (to
avoid saturation), the stator voltage magnitude should be
proportional to frequency [18]. Since we regulate the flux to a
constant value, the voltage will be proportional to the electrical
frequency. In the next section, we use our designed controller
combined with an ES algorithm to extract maximum power
from WECS under various wind speeds.

IV. MPPT USING ES

There are three main MPPT techniques for WECS: wind
speed measurement (WSM), P&O, and PSF. Measurement of
wind velocity is required in WSM method. It is clear that
accurate measurement of wind velocity is complicated and
increases the system cost. Since the P&O method adds delay,
it is not practical for medium- and large-inertia WT systems.
To implement PSF control, maximum power curve (maximum
power versus turbine speed) is required. The maximum power
is then tracked by turbine speed control [5].

Fig. 6 shows a typical block diagram of P&O using direct
FOC for the IG [9], [36]. To implement FOC scheme, the rotor
flux magnitude |λ| and its angle ϕ are identified by the rotor
flux calculator based on the measured stator voltage (vo) and
current (io). The turbine speed reference ωref

e is generated by
the MPPT scheme.

Fig. 6. MPPT for a WECS based on P&O using conventional direct FOC.
The abc→αβ and its inverse follows from (31) and (34). The αβ→dq and
its inverse follows from (81). The flux calculator uses (51) and (55). The
controllers are proportional-integral.

To overcome challenges attached with the conventional
power control and optimization algorithms and to remove the
dependence of the MPPT algorithm on the system modeling
and identification, we propose ES algorithm, which is a
nonmodel-based real-time optimization technique to MPPT of
WECS. First, we present ES without the inner-loop control
to clarify the advantages of the proposed controller on the
closed-loop performance of the system.

The proposed models for power coefficient and turbine
power in (3) and (4) are for simulation purposes. In this paper,
we assume that we have access to turbine power measurements
and we can manipulate the turbine speed through the MC.
Furthermore, we do not have a model of the power coefficient
or turbine power. However, we know that the turbine power
map has one MPP under any wind speed, which helps us to
present the following assumption.

Assumption 2: The following holds for the turbine power
map around its MPP for Vcut−in<Vw<Vrated (see Fig. 4)

∂ Pt (Vw,ωt )

∂ωt
(ω∗

t )= 0 (99)

∂2 Pt (Vw,ωt )

∂ω2
t

(ω∗
t )< 0 (100)

where ω∗
t is the optimal turbine speed.

Following statement explains actual relation between tur-
bine speed and stator electrical frequency.

Remark 4: The torque–speed characteristic of an induction
machine is normally quite steep in the neighborhood of stator
electrical frequency (synchronous speed), ωo, and so the elec-
trical rotor speed, ωr , will be near the synchronous speed. This
means that changing the reference value of the turbine speed,
ωt , which translates in variation of the electrical rotor speed
eventually results in changing the stator electrical frequency
[18]. Thus, by controlling the stator electrical frequency, one
can approximately control the turbine speed or vice versa.
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Fig. 7. MPPT for a WECS based on ES without the inner-loop control.

A schematic diagram of MPPT for WECS with ES without
inner-loop nonlinear control is shown in Fig. 7. Remark 4
implies that the power is parameterized by ωo, which is esti-
mated by ES loop. The other input for WECS that generates
the voltage amplitude has been set to zero, which means the
stator voltage has a constant peak amplitude. The parameters
of the ES loop are defined as follows:

�= ε�′ (101)

�H = ε�′
H = εδ�′′

H = O(εδ) (102)

�L = ε�′
L = εδ�′′

L = O(εδ) (103)

k = εk ′ = εδk ′′ = O(εδ) (104)

where �′ is a rational number, ε and δ are small positive
constants, and �′′

H ,�′′
L , and k ′′ are O(1) positive constants.

In addition, a needs to be small.
Stability analysis of the ES without the inner-loop control

follows the same steps as [19]. To start with the proof, we
assume that the turbine shaft is rigid. Hence, the WECS
dynamics is simplified as follows:

Ẋ = F(X, U, Vom, Vw) (105)

Pt (Vw, X5)= 55.115ρ A

pnVw
R X5

− 0.09

exp
(

pnVw
R X5

− 0.003
)V 3

w (106)

where X = [
id , iq , λd , λq , ωr

]T
, U = ωo, and

F=

⎡
⎢⎢⎢⎢⎣

−a0 X1 + U X2 + a1 X3 + a2 X5 X4 + Vom
σ Ls−U X1 − a0 X2 − a2 X5 X3 + a1 X4

a3 X1 − a4 X3 + (U − X5)X4
a3 X2 − (U − X5)X3 − a4 X4

a5(X2 X3 − X1 X4) + p
nJ Tt (X5, Vw)

⎤
⎥⎥⎥⎥⎦

. (107)

Note that, in this case, ωt = ωr/(pn). The IG dynamics are
presented in synchronous frame, namely the frame, which
rotates in speed of the stator electrical frequency, U . The equi-
librium, F(X, U, Vom, Vw) = 0, is parameterized by U, Vom,
and Vw. We assume that the stator voltage amplitude, Vom,
and the wind speed are fixed at a constant level, which make
the equilibrium parameterized only by U , i.e., Xe = l(U).
Moreover, the Jacobian of IG has left-half plane poles at each
equilibrium point on the negative slope of the torque–speed
characteristic, as shown in [18, Sec. 8.5], which makes the
system exponentially stable. Our analytical results for this case
(no inner-loop control) are summarized in the theorem below.

Theorem 1: Consider (105) with constant Vw and Vom
under Assumption 2 and recall that for any fixed electrical
frequency, U = ωo, (105) is exponentially stable at the nega-
tive slope of the IG torque–speed characteristic, as shown in
[18, Sec. 8.5]. For the system in Fig. 7, there exists a
ball of initial conditions around the point (X, ω̂o, ĝ, p̄) =
(l(ω∗

o), ω∗
o, 0, P∗

t ) and constants ε̄, δ̄, and ā such that for
all ε ∈ (0, ε̄), δ ∈ (0, δ̄), and a ∈ (0, ā), the solu-
tion [X (t), ω̂o(t), ĝ(t), p̄(t)] exponentially converges to an
O(ε + δ + a)-neighborhood of that point. Furthermore, Pt (t)
converges to an O(ε + δ + a)-neighborhood of P∗

t .
The turbine power measurement is fed into ES scheme. The

optimization parameter for ES without the inner-loop control,
Fig. 7, is the electrical frequency of IG stator, ωo. Stability of
system dynamics is required for convergence of ES algorithm
to its peak point. It is also required that the ES algorithm works
more slowly than the WECS system dynamics. As previously
mentioned, since WECS in Fig. 7 without the inner-loop
controller shows a slow transient, the entire system has a
lengthy convergence process, which results in low power
efficiency.

We propose to employ the nonlinear control from Section III
to achieve the desired closed-loop performance, including
faster response time (high power efficiency), and preventing
magnetic saturation. Our proposed ES scheme with the inner-
loop control is shown in Fig. 8. In this case, the reference
inputs of the inner-loop control are ωref

t and |λ|ref . From
Assumption 2, we know that the MPP is parameterized by the
optimal turbine speed at each wind speed, which is estimated
by the ES loop. The other control input |λ|ref defines the
level of the flux linkage of the rotor, which prevents IG from
magnetic saturation.

Remark 5: From (2) and (4), we observe that the torque on
the WT shaft depends on the wind speed and turbine speed. In
addition, to implement the controller in Section III, we need
to have access to the first-, second-, and third-order derivatives
of the torque.

1) By Assumption 1 and because of fast response dynamics
of the inner loop and the WT, it is reasonable to assume
that (for the inner-loop design shown in Fig. 8) variation
of the wind speed is negligible in comparison with the
dynamics of controller system.

2) Since the convergence time of the estimate of the turbine
speed generated by ES loop is considerably slower
than the response time of the controller system, we
can assume that turbine speed reference is constant in
comparison with the fast dynamics of the controller
system.

Using this observation and from (2) and (4), we can assume
that the variation of mechanical torque, computed as Pt/ωt ,
and its derivatives are negligible in comparison with the
dynamics of the controller system. In addition, the inner loop
becomes independent of the turbine power map, but it still
relies on the IG dynamics and measurements of the turbine
power, the turbine speed, ωt , and angle displacement caused
by the shaft model, θ̃ . The ES algorithm generates the estimate
of the turbine speed, which is the reference input for the inner
loop and maximizes the power generated by the WT, and
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Fig. 8. ES for MPPT in WECS with the inner-loop control.

governs the system to its MPP, despite high uncertainty in
the turbine power map.

Combination of the controller and WECS includes fast
dynamics and ES algorithm contains slow- and medium-speed
dynamics. The ES algorithm estimates the optimal turbine
speed, ωref

t = ω∗
t , which can be considered as a constant value

with respect to the fast dynamics of the controller system.
The ES scheme estimates the gradient of the cost function,
Pt , by injecting a small perturbation, a sin(�t), which is
very slow with respect to the dynamics of the controller
system and its amplitude is enough small in comparison with
ωt . The high-pass filter removes the dc part of the signal.
The multiplication of the resulting signal by sin(�t) creates
an estimate of the gradient of the cost function, which is
smoothed using a low-pass filter. When ωt is larger than its
optimal value, the estimate of the gradient, ĝ, is negative and
causes ωt to decrease. On the other hand, when ωt is smaller
than ω∗

t , then ĝ > 0, which increases the ωt toward ω∗
t .

It should be noted that � is small enough in comparison with
the slowest dynamic of the controller system, with an order
less than 10%.

The analytical results for the closed-loop system with the
ES design are summarized in the theorem below, the proof of
which also follows from [19]. We remind the reader that in
the singular perturbation analysis of [19] the dynamics of ϕ̇
can be neglected without hurting the proof.

Theorem 2: Consider the feedback system in Fig. 8, which
includes the plant (43) under Assumption 1 and 2 with control
input (82), where v1 and v2 are defined as (94) and (95). Recall
that Remark 5 is in place. There exists a ball of initial condi-
tions around the point (�, ω̂t , ĝ, p̄) = (�(ω∗

t ), ω∗
t , 0, P∗

t ), and
constants ε̄, δ̄, and ā such that for all ε ∈ (0, ε̄), δ ∈ (0, δ̄),
and a ∈ (0, ā), the solution (�(t), ω̂t (t), ĝ(t), p̄(t)) exponen-
tially converges to an O(ε+δ+a)-neighborhood of that point.
Furthermore, Pt (t) converges to an O(ε+δ+a)-neighborhood
of P∗

t . In addition, the magnetic saturation is avoided by
selecting a constant reference for the flux amplitude, |λ|ref .

V. SIMULATION RESULT

As we mentioned earlier, response time of the ES design
without the inner loop is considerably slow, which results

Fig. 9. Variation of wind speed versus time.

in a very low power efficiency. However, we present one
simulation that compares the response of the design without
the inner loop, as shown in Fig. 7, to our proposed algorithm,
as shown in Fig. 8, which shows the role of the inner loop.
In addition, We compare the performance of our proposed
algorithm to the conventional algorithm shown in Fig. 6.
By appropriate selection of the feedback gains in (94) and
(95) and using (82), we can obtain the desired closed-loop
response time. Control signals are designed such that the
poles of z-error subsystem (85)–(88) and ζ -error subsystems
(89)–(91) move to Pz = [−550 − 600 − 650 − 700] and
Pζ = [−570 −620 −670], respectively. The response time of
the closed-loop system is about 20 ms, which is 25 times faster
than the open-loop system. We select the parameters of the ES
loop as follows: � = 100 rad/s, �L = 6 rad/s, �H = 5 rad/s,
a = 0.1, and k = 0.004. The amplitude of the perturbation
function is selected proportional to the turbine speed. Higher
values of a reduce the precision of the MPPT, as shown
in Theorem 2.

We show a time frame of 30 s to visualize the differences
between our proposed algorithm and the two other algorithms,
properly. Fig. 9 shows the wind regime applied to the WECS.
The MPPT process is shown in Fig. 10. It is clear from Fig. 11
that our proposed algorithm stays very close to C∗

p despite fast
changes in wind speed. The extracted energy by our proposed
algorithm is 2.36% higher than the extracted energy by the
conventional MPPT and FOC. As we expected, the power
efficiency of the ES design without the inner loop is low and,
as shown in Fig. 11, the power coefficient almost always stays
far from C∗

p . We have verified the robustness of our proposed
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Fig. 10. MPPT, (solid red line) our proposed algorithm, (dashed-dotted green
line) ES without inner loop, (dashed blue line) conventional P&O with FOC,
and (dotted black line) maximum power available to the WECS.

Fig. 11. Variation of power coefficient, (solid red line) our proposed
algorithm, (dashed-dotted green line) ES without inner loop, (dashed blue
line) conventional P&O with FOC, and (dotted black line) maximum power
coefficient.

algorithm by adding different amount of perturbation to the
rotor and stator resistance and inductance. We present one of
our robustness simulations with a 100% increment in rotor
resistance at time 15 s and then back to its nominal value
at time 25 s. While as shown in Fig. 12, the performance of
the proposed algorithms remains unchanged, the conventional
MPPT algorithm is not able to attenuate the effect of the
disturbance, as shown in Fig. 13.

The proposed algorithm combines two well-known control
algorithms, namely feedback linearization based on the FOC
concept and ES, to achieve MPPT in a WECS operating
in Region II. Our algorithm provides perfect input–output
decoupling and guarantees a larger domain of attraction, which
increases performance robustness with respect to the system
parameters. However, one may question the implementation

Fig. 12. Robustness analysis with a 100% increment in the rotor resistor
at time 15 s and back to its nominal value at time 25 s for the proposed
algorithm. Variation of turbine power (solid red line) with perturbation and
(dashed blue line) without perturbation.

Fig. 13. Robustness analysis with a 100% increment in the rotor resistor at
time 15 s and back to its nominal value at time 25 s for conventional P&O
with FOC. Variation of turbine power (solid red line) with perturbation and
(dashed blue line) without perturbation.

complexity of the proposed algorithm. Clearly higher power
efficiency is our aim and to this end, we have to sacrifice
the simplicity in favor of harvesting more energy. Since the
WECS runs for a long period of time, a small improvement in
power efficiency guarantees extracting a higher energy level
and leads to cost reduction of the WECS.

VI. CONCLUSION

We presented an ES algorithm to extract maximum power
from a WECS for wind speed from cut-in wind speed to
rated wind speed. The design employed an inner-loop nonlin-
ear controller based on field-oriented approach and feedback
linearization technique to control the closed-loop transient
performance, with respect to which the ES had to be tuned.
Without this inner-loop control, the convergence rate of the
closed-loop system would be much slower. This optimiza-
tion/control algorithm can readily be extended to other classes
of WECS without major changes. The main parameters that
need to be adjusted are the probing frequency and amplitude
of the perturbation signal. Furthermore, the proposed control
strategy prevents magnetic saturation in the IG.
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APPENDIX

TABLE I

DEFINITIONS OF PARAMETERS AND THEIR NUMERICAL VALUES

TABLE II

CONSTANT PARAMETERS
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